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Preface and Acknowledgements

Microelectronics has revolutionized our society and the way of life over the past
few decades. The workhorse of this technology has been the metal oxide semi-
conductor transistor. About 25 years ago, we witnessed a major milestone when this
building block crossed the 100 nm limit in commercially available integrated circuit
chips. With this landmark, we entered the era of Nanoelectronics!

One should ask why this magic number of 100 nm? The reason is to do with the
quantum behavior of electrons. It is well known that the de Broglie wavelength in
the semiconductors may be on the order of 100 nm and hence the quantum effects at
this length scale become important. Not only the device physics becomes different
from that of microelectronics devices, but the novel quantum effects also lead to
interesting applications.

The area of nanoelectronics is truly multidisciplinary. On the one hand, one
needs to understand the most advanced concepts in quantum physics. Such con-
cepts include understanding quantum mechanics with open boundary conditions,
nonequilibrium quantum statistical mechanics, dephasing, dissipation, etc. On the
other hand, one needs to develop skills for device analysis, system integration,
circuit analysis, and sometimes even architecture design.

Like any other area in physical sciences, nanoelectronics is broadly divided into
theory, computation, and laboratory experiments. To elaborate further, theory
involves understanding the underlying formalism and its mathematical interpreta-
tion. The computation deals with the numerical solution and may be thought of as a
virtual experiment simulated on a computer. A recent trend in the computational
nanoelectronics is the application of high-performance computing to solve
large-scale problems. Finally, the laboratory experimentation deals with developing
skills and techniques to synthesize, fabricate, and eventually characterize materials,
devices, circuits, and systems.

One should note that each of these three broad areas is further divided into
subareas. For example in a typical laboratory work, where one has to synthesize
materials, the next step is metrology, where one has to use various microscopy and
spectroscopy techniques. Once material processing is accomplished, lithography
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techniques are used to fabricate devices and so on. Hence, a complete design and
analysis process may only be achieved by developing an understanding of various
areas. This is crucial for the harmony of fundamental concepts underlying the novel
nanodevices and their applications.

Usually mastering each one of these areas requires decades of persistence, if not a
lifetime. Apart from this, for a successful design process, enough knowledge of
subsidiary areas is also essential. This is precisely the motivation behind the book.
Our objective is to give the readers a broad yet comprehensive introduction to the
theory, computation, and experiments related to the fundamentals ofNanoelectronics.

In this context, this book covers the state-of-the-art discussion about the theo-
retical understanding, computational modeling, fabrication, characterization, and
metrology of nanoelectronics devices and systems. The ten chapters in the book are
divided into four parts. Part I discusses Material Properties. Part II deals with the
Device Characteristics and Analysis. We discuss Circuits and Systems in Part III,
which leads the discussion to various applications. Finally, the discussion about
Fabrication, Characterization, and Metrology is included in Part IV.

The book is aimed at senior-level undergraduate students and first-year graduate
students in engineering, physics, chemistry, and related disciplines interested in
nanoelectronics from materials, devices, and systems perspective. No prerequisites
are required. However, knowledge about linear algebra, introductory quantum
mechanics, introductory device physics, and computational software like Matlab is
helpful. The discussion is kept at a tutorial level for the intended readership.

The author further anticipates that the book will be especially useful for small
university programs, where it is not feasible to offer multiple courses on various
aspects of nanoelectronics. A course based on this book may provide an avenue for
a comprehensive educational curriculum and infrastructure.

I would like to thank my family, Tehseen, Ahmer, and Zuha, to whom this book
is dedicated to. Without their understanding, support, and patience over the past 6
years, this book would not have been a reality. Furthermore, I would like to thank
Dr. Tehseen Raza for improving the content of the book by extensive proofreading.

It is a pleasure to acknowledge useful discussions with Prof. David R. Andersen,
a dear friend and a very valuable colleague. I would also like to acknowledge and
appreciate the vision behind the Associateship program at the Abdus Salam ICTP
(International Centre for Theoretical Physics), Trieste, Italy. I am grateful to Dr.
Sandro Scandolo and Dr. Ralph Gebauer for hosting my Associateship visit at the
Abdus Salam ICTP, that has been instrumental in bringing this project to com-
pletion. I would like to further thank Ms. Francesca Prelazzi of ICTP for facilitating
my Trieste trip. This acknowledgment section would not be complete without
remembering Dr. Abdus Salam.

I would like to thank Claus Ascheron, Zachary Evenson, Adelheid Duhm, and
Elke Sauer at Springer Verlag for their collaboration and patience to bring this project
to fruition. I would also like to thank Ravivarman Selvaraj, Sudhany Karthick and
their production team at Springer Verlag for their commitment toward this book.
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Chapter 1
Introduction

Nanoelectronics is the study of nanoscale materials, devices, and systems. Mod-
ern practice of science and engineering is founded on three pillars, namely theory,
computation, and experiments.1 Nanoelectronics is no exception, where a unified
approach towards theory, computation, and experiments is vital for successful and
efficient device design as shown in Fig. 1.1. The boundaries between these areas are
rather soft and these disciplines indeed work hand-in-hand. For example, prior to
initiating device fabrication, a theorist may provide the foundation for the device
design. The theory may very well be complemented with a numerical computation
of the device characteristics, or a successful amalgam of theory and computation
may provide the design rules for device fabrication.

Yet another scenario could be to take the lead with an experiment, the outcome
of which may later be understood by using a combination of theoretical models and
computational tools, which in turn may be used to design better experiments. In fact,
most of the times, the historical progress has beenmade in thismanner. In this context,
our objective in this book is to develop a unified approach of theory, computation,
and experiments to provide an understanding of the nanoscale materials, devices and
systems, covering a broad range of nanoelectronics applications.

Although we discuss various device applications, it is helpful to draw a generic
device as shown in Fig. 1.2. Such a device consists of a source, a drain, and a channel.
Source and drain regions are the contacts, where one may apply the external bias.
With the combination of only source, drain and channel, onemay have a two terminal
device. Additionally, one could addmultiple gates (two shown in Fig. 1.2making this
a four terminal device). If the gates are separated from the channel by a dielectric,
one gets a field effect transistor (FET). In the absence of the dielectric, one obtains
a Schottky gate transistor. In general, one could add or remove any of the materials
selectively to tailor the device structure for a specific application.

Using this generic device structure, we discuss various nanoelectronics applica-
tions.Moreover, this discussionmay be extended to topics related to chemical and bio

1Big Data is expected to be the fourth pillar.
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4 1 Introduction

Theory

Computation Experiments

Fig. 1.1 Theory, computation, and experiments—three pillars of the modern practice of science
and engineering, as well as nanoelectronics

Fig. 1.2 Generic
multiterminal device
structure

Channel 

Dielectric

Gate

Dielectric
Gate

Source Drain

sensors, etc. In such devices, one may incorporate some input/output ports for fluids.
Such fluids, for example, may include blood samples for an ISFET (ion sensitive
FET) based biosensors, etc.

The materials inside the channel, source, drain, gate and gate dielectric region
could be of arbitrary shape and composition. For example, these regions could
be made out of silicon nanomaterials, carbon nanomaterials, or heterostructures,
etc. In addition to the material composition, one also has to consider the dimen-
sionality of the material. Zero dimensional (0D) nanomaterials include silicon nan-
odots/nanocrystals, Buckyball (C60), etc. One dimensional (1D) nanomaterials in-
clude silicon nanowires, graphene nanoribbons, carbon nanotubes, etc. Two dimen-
sional (2D) nanomaterials include silicon nanomembranes, graphene, etc. Three di-
mensional (3D) nanomaterials include C60 crystals and heterostructures of various
materials (e.g. Si/dielectric/metal stack in transistors and flash memories, super lat-
tice LEDs (light emitting diodes), layers of magnetic and nonmagnetic materials in
hard disks, etc.). As we discuss later in this book that not only the material of a struc-
ture is important but also the dimensionality as well as the arrangement of atoms.
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In fact, sometimes the dimensionality governs the electronic properties in a much
pronounced manner than the chemical compositions or atomic arrangement itself.

On a broader scale, our objective is to impart skill set in the audience to solve,
understand, and design a wide range of devices with various compositions, and
functionality. Consider the hypothetical example of a device with C60 0D channel,
carbon nanotube as 1D contacts, and graphene as the 2D gate material. We further
incorporate these materials into devices and apply external bias to study the device
operation under nonequilibrium conditions.

The above mentioned generalization is indeed feasible due to the atomic scale
details in the nanoscale devices when one uses the bottom up approach. Once one
understands how to calculate the atomic scale properties, one may use any type of
atoms and their arrangements in the reported theoretical framework. This unified
atomic theory of matter helps to treat devices within the bottom up approach, where
understanding material properties at the atomic scale is the norm and not the excep-
tion. In a way, our objective is to apply this bottom up atomic theory to design and
engineer nanoscale materials, devices, and systems.

1.1 Why NANO?

Why nanoscale materials, devices, and systems have become so important, and con-
tinue to drive technological innovation? How does the atomic arrangement govern
physical, chemical, and electronic properties? How these atoms interact with each
other and the surroundings? How one may harness the novel properties to make
functional materials, devices, and systems?

To answer these and similar questions, we highlight below some of the important
characteristics at the nanoscale,

(1) Size dependent properties. Physical, chemical, and electronic properties vary
with the changing size at the nanoscale. As an example, we discuss how the elec-
tromagnetic properties of gold change by scaling. If one looks at a 1µm diameter
gold sphere and compares it with say, 1mm diameter gold sphere; both essentially
have similar electromagnetic properties, i.e. these appear gold in the optical range.
However, at the nanoscale, the size of the material amongst other factors (e.g. ar-
rangement) determines its properties. In this case, hypothetically speaking, 5nm
diameter gold sphere appears red, whereas 1nm diameter appears blue. One may
imagine using these size dependent effects in optoelectronic devices.

Yet another example is the size dependent magnetic properties of materials. By
reducing the size of a ferromagnetic material, one may reach the superparamagnetic
limit, where the material losses its spontaneous magnetization. Apart from this, an
etchant used for removing a film sometimes fails to etch the nano phases of the same
material due to different chemical properties at the nanoscale.

(2) Effect of Dimensionality. Between 0D, 1D, 2D and 3D, the physical and
chemical properties are completely different for the same atomic arrangement and
composition. For example, 0D benzene is a liquid, 1D carbon nanotube forms a
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mesh, 2D graphene is amembrane, etc. The dimensionality also affects the electronic
properties as we discuss in Chap.3.

(3) Atomic andMolecular Arrangement. The arrangement of atoms determines
the physical, chemical, and electronic properties. It is so fascinating that if one takes
few atoms in various configurations, the properties are completely different. Consider
the example of the arrangement of carbon atoms in diamond, which is the hardest
material known to humans, whereas the same carbon atoms arranged in graphitic
arrangement lead to one of the softest materials.

(4) Environment. The proximity effects on nanomaterials are also very important.
For example, the C60 appears black in powder form. Dissolving the same C60 in
acetone results in brown solution, whereas dissolving in toluene results in purple
solution. One should note that acetone and toluene are both colorless liquids.

(5) Sensitivity/Performance. The key advantage in the use of nanomaterials in
devices and sensors is extremely high surface to volume ratio. Since most atoms are
on the surface in a nanostructure, the sensitivity is very high. In fact, sensitivities on
the order of ppb (parts per billion) are not unheard of in these nanosensors.

On a different note, we would like to clarify a misconception about nanomaterials
that these are only used for niche high end applications. While the above scenario is
indeed a reality, howevermacroscale andmicroscale devices do exist where the build-
ing blocks are still at the nanoscale—consider the use of C60 crystals in nanosensors.
The performance of such macroscale or microscale devices (containing nanomate-
rials) is still very high compared to the conventional devices.

1.2 Book Outline

This book has been divided into four parts. In part I, we discuss the atomic and the
electronic structures of matter at the nanoscale. In part II, we discuss the quantum
transport theory and the nanoscale devices, where we solve the Schrödinger equation
with open boundary conditions. For the computational part, we focus on computer
codes and algorithms by using a commercial computational software Matlab. In
part III, we discuss memories, circuits and systems. Finally, part IV deals with the
experimental aspects of the nanoscale materials, devices and systems, where we
discuss nanofabrication, microscopy, and spectroscopy. The outline of the book is
as follows,

Atomic Structure. One may associate physical, chemical, and electronic prop-
erties of a material to the atomic arrangement and dimensionality. This serves as the
motivation to study the atomic structure of various nanomaterials in Chap.2.

Electronic Structure. At macroscale, onemay understand thematerial properties
by using classical mechanics. However, at atomic, molecular and nanoscale, a new
kind of mechanics takes over where the Schrödinger equation is the basis to nonrela-
tivistic Quantum mechanics. We discuss various methods and approximations to the
Schrödinger equation in Chap.3.
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QuantumTransport. For electronic structure calculations, the Schrödinger equa-
tion is solved with closed boundary conditions; where no electron may be injected
in or taken out from the channel. In other words, the channel is isolated, and hence
there are no contacts. With contacts, electrons may be injected in and taken out by
using an applied bias, thereby making this system open. In this case, one solves the
Schrödinger equation with open boundary conditions as discussed in Chap.4.

Although there are variousmethods to solve this problem, NEGF (nonequilibrium
Green’s function) formalism has rightfully become the method of choice due to its
rigor and flexibility. NEGFmay be coupled with the electronic structure methods for
calculating various nonequilibrium properties. Due to atomic and nanoscale details
included in the quantum transport of NEGF formalism, this method is the most
fundamental. One may approach the limit of semiclassical and classical transport by
including the relevant scattering processes in the NEGF formalism.

Within the classical transport regime for microdevices, the drift and diffusion
are the dominant mechanisms. For the semi classical transport for submicron de-
vices, Boltzmann’s equation is the method of choice. However, these methods are
inadequate for nanodevices to say the least.

Combination of NEGF and electronic structure methods may lead to coherent
transport, where the phase of an electron is preserved. At room or elevated tem-
peratures, such devices may not be in the coherent regime anymore. For example,
interaction of the electron degree of freedom with the phonon (lattice vibrations)
degree of freedom leads to incoherent scattering, where the electron wavefunction
loses its phase and thereby becomes incoherent. The analogy is that of a coherent
laser light. While passing through a medium, it may become diffusive and loose the
coherence.

ChargeBasedDevices. InChap.5,we start the discussionwith pn junction diodes
and develop analytical model for the quantum transport through such devices. Next,
we discuss Zener diode. Three terminal devices like FETs and tunnel transistors are
presented next with various device parameters. Resonant tunneling diodes based on
heterostructures are discussed as well.

Spin Based Devices. The next set of devices are based on the spin of the electron
instead of its charge as discussed in Chap. 6—an active area of research called Spin-
tronics. The first one under discussion is GMR (giant magnetoresistance) device,
where a paramagnetic metal is sandwiched between two ferromagnetic metallic con-
tacts. The relative magnetic orientation of the two ferromagnetic contacts in parallel
and antiparallel configurations leads to a change in resistance. The next device is
TMR (tunnel magnetoresistance) device, where the paramagnetic metal is replaced
by an insulator (alumina ormagnesiumoxide), thereby enabling quantummechanical
tunneling. The memory based on GMR and TMR devices is called MRAM (mag-
netoresistive random access memory), where one has to apply an external magnetic
field to switch the magnetization. Next, we discuss a device in which an internal
spin polarized current may switch the polarization of a magnet, called Spin Transfer
Torque (STT) device. STTRAM is more noise immune and scalable.

Memories. We discuss the nanoelectronics memories in Chap. 7. We start the
discussion with the gate stack engineering for nonvolatile flash memory devices.
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Furthermore, SRAM (static RAM) and DRAM (dynamic RAM) are discussed as
well.

Circuits and Systems. We discuss various circuits and systems in Chap.8. We
start the discussion with logic gates and the associated circuits. Furthermore, CCDs
(charge coupled devices) are explored, which have become an important part of ev-
eryday life as well as scientific discovery. VLSI (very large scale integration) design
and the role of HDL (hardware description languages, e.g. Verilog) is explored. We
conclude the chapter with the emerging area of SoC (system on chip), and thermo-
dynamic limits of computing.

Nanofabrication. In Chap.9, we discuss photolithography, etching, physical va-
por deposition (PVD), chemical vapor deposition (CVD), nanofabrication (electron
beam, nanoimprint lithography, SPMbased techniques), etc. [SPM≡ scanning probe
microscopy]. Next, we study the growth of various nanomaterials by using PVD and
CVD techniques. One may use PVD to grow nanodots or nanocrystals. CVDmay be
used for growing carbon nanotubes, nanowires, graphene, etc. We further discuss the
bottom up approaches, like molecular beam epitaxy, atomic layer deposition, etc.

Microscopy andSpectroscopy.We focus on the device andmaterialmetrology in
Chap.10. We start the discussion with electron microscopes like scanning electron
microscopy (SEM), transmission electron microscopy (TEM) and scanning trans-
mission electron microscopy (STEM), etc. Next, we discuss optical microscopy, in
particular confocal microscopy. SPM based techniques (STM ≡ scanning tunneling
microscopy, AFM ≡ atomic force microscopy, etc.) are discussed as well. Many
of these microscopy techniques may be used to perform spectroscopy as well. Ad-
ditionally, we discuss FTIR (Fourier Transform Infra Red) spectroscopy, Raman
spectroscopy, XPS (X-ray Photoemission Spectroscopy), UPS (UV Photoemission
Spectroscopy), ARPES (Angle Resolved PhotoEmission Spectroscopy), etc.

In short, our goal is to understand transport through nanodevices in a unified
approach by combining theory, computation, and experiments.

Problems

1.1 What is the number of transistors in the latest Intel chip?
1.2 What is the number of transistors in the latest flash memory chip? You may pick

any manufacturer.
1.3 What is the transistor size (critical dimension) in the latest Intel chip?
1.4 What is the transistor size (critical dimension) in the latest flash memory chip?

You may pick any manufacturer.
1.5 Name a 0D nanomaterial not mentioned in this chapter.
1.6 Name a 1D nanomaterial not mentioned in this chapter.
1.7 Name a 2D nanomaterial not mentioned in this chapter.
1.8 Provide an example of an emerging nanomaterial not mentioned in this chapter.

Describe its application.
1.9 Provide an example of an emerging nanoscale device not mentioned in this

chapter. Describe its application.
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1.10 Provide an example of an emerging nanoscale system not mentioned in this
chapter. Describe its application.

1.11 Provide an example of a nanomaterial, not mentioned in this chapter, of how
size affects its physical, chemical, and electronic properties at the nanoscale.

1.12 Provide an example of a nanomaterial, not mentioned in this chapter, of how
dimensionality affects its physical, chemical, and electronic properties at the
nanoscale.

1.13 Provide an example of a nanomaterial, not mentioned in this chapter, of how
atomic and molecular structure affects its physical, chemical, and electronic
properties at the nanoscale.

Research Assignment

R1.1 Various applications are discussed in this chapter. Pick a grand problem that
humanity faces, and write a one page summary of how nanoscale materials,
devices, and/or systems may help solve this problem.



Chapter 2
Atomic Structure

A physical phenomena is always described as a function of time and spatial
coordinates (t, r).1 One may Fourier transform the time domain (t) to the frequency
domain (ω) without losing any information,whereω (rad/s) is the angular frequency.2

Since frequency is related to the energy as E = �ω, frequency and energy domains
are interchangeable.3 Similarly, the real space (r) may be Fourier transformed to the
wavevector space [k = (kx , ky, kz)], which is also called the reciprocal space. The
advantage of such a transformation is to compact the information in one domain,
provided it is periodic in the other domain.

Thus, if the transformation is carried out without any approximations, any of the
following combinations carry the same amount of information,

(t, r)

(ω, r)

(ω, k)

(E, k)

(E, r)
It turns out that the combinations (E, k) and (E, r) are the most useful for device

analysis. In fact, (E, k)usuallywritten as E(k) is referred to as theBandStructure and
(E, r) usually written as E(r) is called the Band Diagram; two key terms frequently
used in this book.

In this chapter, we focus on the periodicity in the arrangement of atoms in the real
space (r) and the associated reciprocal space (k). The discussion about the energy
domain (E) follows in the next chapter.

1Where r ≡ (x, y, z) in Cartesian coordinate system, and r ≡ (r, θ,φ) in spherical coordinate sys-
tem.
2ω = 2π f , where f (Hz) is the cyclic frequency.
3Where � is the reduced Planck’s constant given as, � = h/2π, and h is the Planck’s constant given
as, h = 6.62 × 10−34 Js.
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Based on the structural coherence, materials may be classified into the following
six categories,

(1) Crystalline. In these materials, there is a perfect order and periodicity of
atomic arrangement in 1D, 2D or 3D. The atomic structure also possesses n-fold
rotational symmetry where n = 2, 3, 4, 6.4 This rotational symmetry refers to the
periodicity in the structure after every 2π/n rotation. Most of the semiconductors
like Si, Ge, GaAs, etc, are single crystalline, although one may also synthesize single
crystalline metallic or insulating substrates.

(2) Polycrystalline. These materials have single crystalline structure within a
small region called grain, which may have microscale dimensions. However across
the grains, crystal orientations differ.Mostmetals likeAu,Al, etc, are polycrystalline.
Semiconductor films may also posses polycrystalline phase.

(3) Nanocrystalline. Thesematerials consist of tiny nanocrystals with short range
order, otherwise arranged in an amorphous form. Hence, these materials are essen-
tially amorphous with nanocrystalline constituents.

(4) Liquid Crystals. While molecules in liquid phase do not have any specific
order, these tend to align along a specific direction in liquid crystals. The niche
application for these materials is LCD (liquid crystal display).

(5) Quasi Crystals. These materials possess n = 5 rotational symmetry in addi-
tion to one or more n �= 5 symmetries. These materials are not periodic; however
they do possess structural order and hence are termed as quasi crystals.

(6) Amorphous. These materials do not have any short or long range order at all.
Dielectrics are an excellent example of amorphous materials, e.g. SiO2, etc.

2.1 Crystal, Lattice, and Unit Cell

For device analysis, crystalline materials are the simplest to work with due to the
structural periodicity. Consider the example of a 1D crystal as shown in Fig. 2.1a.
One should note that a crystal is defined as an arrangement of atoms, whereas a lattice
is defined as a collection of points. Here, we may define a one atom unit cell. Since
this is the smallest unit cell, it is also known as primitive unit cell. Another unit cell
with two atoms is shown in Fig. 2.1b. In fact, one could have infinite number of unit
cells for an infinite crystal.

Primitive unit cells are also called Wigner Seitz unit cells. In order to understand
theWigner-Seitzmethod of finding the smallest unit cell possible, consider the exam-
ples of the 1D crystals shown in Fig. 2.1a, b. If one connects the nearest neighbors
by lines and then draws perpendiculars to the connecting lines, the region bounded
by these perpendiculars constitutes the primitive unit cell. In 2D, the intersections of
the perpendicular features constitutes a plane; whereas in 3D, this procedure leads
to a volumetric shape.

4n = 5 is not allowed since one may not fill a 2D space with pentagons only.
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Fig. 2.1 1D crystal.
a Primitive unit cell, the real
space lattice, and the
primitive basis vector.
b Nonprimitive unit cell, the
real space lattice, and the
basis vector × × × × × × × × × ×

Crystal

Unit Cell

Lattice

Crystal

Unit Cell

Lattice

(a)

(b)

× × × × ×

xaa ˆˆ1 =

xaa ˆ2ˆ1 =

Hence, for the crystals in 1D, 2D, and 3D, the corresponding unit cells are
characterized by length, area, and volume, respectively. For a given material, if
the unit cells have the same dimension, the number of atoms, and the arrangement,
these are indistinguishable and hence equivalent. In other words, one simply may not
perform an experiment that could distinguish between the two unit cells. Moreover,
the number of atoms within a unit cell and its physical dimensions are important in
determining the electronic structure as discussed in Chap.3.

In 1D, there is only oneway to arrange lattice points in space. Such an arrangement
does not have to be rectilinear. It could very well be curvilinear. In 2D, there are five
distinct ways to arrange lattice points in space and hence five unique lattices, called
Bravais lattices. In 3D, there are fourteen distinct ways of arranging points in space
and hence fourteen Bravais lattices as shown in Fig. 2.2.

Once a unit cell is identified, onemay define a Bravais lattice. The unique arrange-
ment of points are represented by the following real space translation vectors (R) in
1D, 2D and 3D respectively,

R1D = l1â1
R2D = l1â1 + l2â2
R3D = l1â1 + l2â2 + l3â3

(2.1)

where â1, â2, and â3 are the basis vectors (also called lattice unit vectors) in real space
and l1, l2, l3 = 0,±1,±2,±3, . . .. Each point in the real space lattice (arrangement
of points only) is described by a combination of (l1, l2, l3) in (2.1). If a unit cell
(arrangement of atoms) were to be placed at each lattice point, one recovers the
crystal. Hence, one may reconstruct a complete crystal based on the information
about the unit cell and the lattice.

Since the number of unit cells are infinite for an infinite crystal, the corresponding
number of lattices are also infinite. Hence, there is no unique unit cell and lattice for a
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Simple 
Cubic

Body Centered 
Cubic

Face Centered 
Cubic

Simple 
Tetragonal

Body Centered 
Tetragonal

Simple 
Orthorhombic

Body Centered 
Orthorhombic

Face Centered 
Orthorhombic

Base Centered 
Orthorhombic

Simple 
Monoclinic

Base Centered 
Monoclinic

Triclinic Trigonal Hexagonal

Fig. 2.2 Bravais lattices in 3D

given crystal. However, the primitive unit cell and the associated lattice is still unique.
Corresponding to a primitive unit cell, the basis vectors are called primitive basis
vectors.5 The primitive basis vectors for the 1D crystal and corresponding lattice are
shown in Fig. 2.1a.

5A word of caution that the word crystal is loosely defined and even sometimes used for finite
structures without any periodicity. Hence, the reader is encouraged to be careful in the way the
word “crystal” is used sometimes.
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1D Materials

Let us consider an armchair graphene nanoribbon shown in Fig. 2.3a, which is a 1D
structure. The primitive unit cell is highlighted and the corresponding 1D lattice is
shown. The nanoribbon edges in the longitudinal (x) direction are of armchair shape,
therefore this ribbon is called armchair graphene nanoribbon. If we were to perform
a thought experiment of rolling the armchair graphene nanoribbon by joining the
two armchair edges with each other, one obtains a nanotube, whose open ends have
a zigzag pattern, thereby leading to what is called a zigzag carbon nanotube.

A zigzag graphene nanoribbon is shown in Fig. 2.3b, where the edges in the
longitudinal (x) direction have zigzag shape. This nanoribbon leads to an armchair
carbon nanotube if conceptually rolled by joining the two zigzag edges with each
other. The unit cells for the two kinds of nanoribbons are also shown in Fig. 2.3a, b,
for which one obtains the corresponding 1D lattices, shown as well. It is interesting
that the unit cell of a carbon nanotube has cylindrical symmetry, and hence is different
from that of a nanoribbon but the basis vector and the lattice are the same.

2D Materials

For a 2D crystal with rectangular arrangement of atoms, the primitive basis vectors
are given by â1 = ax̂ and â2 = bŷ as shown in Fig. 2.4a. With this choice of the unit
cell, the corresponding 2D real space lattice is shown in Fig. 2.4b.

Fig. 2.3 Graphene
Nanoribbons a Armchair.
Crystal, primitive unit cell,
and the corresponding lattice.
a = 3acc, where acc = 1.42
Åis the carbon-carbon
atomic distance, and
1 Å = 0.1 nm. b Zigzag.
Crystal, primitive unit cell,
and the corresponding
lattice. a = √

3acc × × × × ×
a

× × × × × × × × × ×
a

(a)

(b)

x

y
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× × × ×
× × × ×
× × × ×
× × × ×

xaa ˆˆ1 =

(a)

(b)

yba ˆˆ2 =

x

y

Fig. 2.4 2D crystal. a Crystal with primitive unit cell, and the primitive basis vectors. b The
corresponding lattice

× × × × ×× × × × ×

(a) (b)

(c)

× × × × ×
× × × × ×
× × × × ×
× × × × ×

× × × × ×
× × × × ×
× × × × ×

1â

2â

1â

2â

x

y

cca

Fig. 2.5 Graphene. a Atomic structure with the primitive unit cell, b the primitive basis vectors,
and c the corresponding lattice

Next, consider the primitive unit cell for graphene as shown in Fig. 2.5a. The unit
cell is hexagonal and has two atoms, where at each corner one third of the atom
is shared in the primitive unit cell. A more convenient way to represent the unit
cell is shown in Fig. 2.5b without explicitly outlining the area of the unit cell. The
primitive basis vectors (â1, â2) are shown as well. In terms of the carbon-carbon
atomic distance (acc = 1.42 Å), these are given as,
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â1 = 3acc
2

x̂ +
√
3acc
2

ŷ

â2 = 3acc
2

x̂ −
√
3acc
2

ŷ

(2.2)

For various combinations of (l1, l2), the lattice points are shown in Fig. 2.5c.

3D Materials

Let us consider 3D crystals with cubic symmetry. The simplest case is that of a simple
cubic crystal with one atom at each corner as shown in Fig. 2.6a. The primitive unit
cell is a cube and the corresponding primitive orthogonal6 basis vectors are as follows,

â1 = ax̂ = a(1, 0, 0)

â2 = a ŷ = a(0, 1, 0)

â3 = aẑ = a(0, 0, 1)

where a is the length of each side of the cube. Since, each corner atom is shared with
eight unit cells, the number of atoms per unit cell is one. Furthermore, there are eight
nearest neighbors.

For the body centered cubic (BCC) crystal shown inFig. 2.6b, there is an additional
atom at the center of the cube, i.e. halfway on the body diagonal. It may look like the
primitive unit cell is still a cube and such a unit cell has two atoms per unit cell. But,
in fact, the primitive unit cell has only one atom and the primitive nonorthogonal7

basis vectors are given as,

â1 = a
2 (x̂ + ŷ − ẑ) = a

2 (1, 1,−1)

â2 = a
2 (x̂ − ŷ + ẑ) = a

2 (1,−1, 1)

â3 = a
2 (−x̂ + ŷ + ẑ) = a

2 (−1, 1, 1)

For a face centered cubic (FCC) crystal shown in Fig. 2.6c, one may have six
additional atoms on each face of the cube in addition to the atoms at each corner as
in simple cubic crystal. Again, it may seem like the primitive unit cell is still a cube
with four atoms within this unit cell. However, the primitive unit cell consists of one
atom and the corresponding primitive nonorthogonal basis vectors are given as,

â1 = a
2 (ŷ + ẑ) = a

2 (0, 1, 1)

â2 = a
2 (x̂ + ẑ) = a

2 (1, 0, 1)

â3 = a
2 (x̂ + ŷ) = a

2 (1, 1, 0)

6For orthogonal basis vectors, âi · â j = 0, where i �= j .
7For nonorthogonal basis vectors, âi · â j �= 0, where i �= j .



18 2 Atomic Structure

Fig. 2.6 Crystals with cubic
symmetry. a Simple cubic
crystal with primitive basis
vectors. b Body centered
cubic crystal with primitive
basis vectors. Examples
include Fe, Cr, W, etc. c Face
centered cubic crystal with
primitive basis vectors.
Examples include Al, Ni,
Co, Ag, Au, Pt, etc

1â
2â

3â

1â2â

3â

x
y

z
1â

3â

2â

(a) (b)

(c)

(a) (b)

Fig. 2.7 Crystals with cubic symmetry. aDiamond crystal. Examples include Si, C, Ge, etc. b Zinc
Blend crystal. Examples include GaAs, CdTe, etc

The diamond crystal shown in Fig. 2.7a essentially consists of two interpenetrating
FCC crystals, where one of the two FCC crystals is displaced along one fourth of
the body diagonal. The primitive unit cell now consists of two atoms (due to two
FCC crystals) and the lattice remains the same as that of the primitive unit cell
of FCC crystal. Indeed, diamond and silicon have the diamond crystal. If the two
interpenetrating FCC crystals consist of two different atoms, the resulting crystal is
referred to as Zinc Blend. GaAs is an example of such a crystal as shown in Fig. 2.7b,
where Ga atoms occupy one FCC crystal and the As atoms occupy the other FCC
crystal.
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2.2 Miller Index

Let us now consider the concept ofMiller index for defining crystal planes and direc-
tions in a quantitative manner, where the planes and directions are represented by ( )
and [ ] brackets,8 respectively. As shown in Fig. 2.8a, let us consider the highlighted
plane that has the following intercepts along the three axes,

x-axis y-axis z-axis
Intercept a ∞ ∞
Take inverse 1/a 1/∞ 1/∞
Multiply with LCF 1 0 0

Taking inverse and multiplying with the least common factor (LCF) yields Miller
indices, which for the above example are (100). The direction perpendicular to this
plane is referred to as [100]. Similarly it may be shown that the planes shown in
Fig. 2.8b, c have (110) and (111) Miller indices, respectively.

One may further conclude that (100) has five other equivalent planes, six in
total, namely (010), (001), (1̄00), (01̄0), (001̄). Physically one may not distinguish

(a) (b)

(c)
x

y

z

a
x

y

z

a a

x

y

z

a a

a

Fig. 2.8 Miller indices for (100), (110) and (111) planes in (a), (b) and (c), respectively

8Not to be confused with the use of ( ) and [ ] brackets for defining the range and the domain of a
function.
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between them since these depend on an arbitrary choice of the three axes. These
equivalent planes are referred to as {100}.

Similarly, there are twelve {110} equivalent planes, one of which is highlighted in
Fig. 2.8b and {111} has eight equivalent planes, one of which is plotted in Fig. 2.8c.
The equivalent directions are represented by <> brackets.

2.3 Surface Reconstruction

The concept of surface reconstruction is relevant to all nanostructures and surfaces.
Consider the example of Si(100) surface as shown in Fig. 2.9a. To construct this
surface, one may perform a thought experiment of taking bulk Si in 3D and cleaving
it along one face of the cubic symmetry. This face is also called cleavage plane. Since
periodicity is lost in the cut direction, one may not use Fourier transform in this
direction anymore. Once we truncate a structure, the atoms on the surface usually
do not follow the bulk lattice structure anymore. These may very well rearrange
themselves to reduce the overall surface energy, a phenomena known as surface
reconstruction. This phenomenon is applicable to 2D materials like semiconductor
surfaces, 1D materials like nanowires and nanotubes, 0D materials like quantum
dots, nanocrystals, nanodots, etc.

Consider the Si(100) surface again, where the arrangement of atoms is in a square
pattern without reconstruction as shown in Fig. 2.9a. Based on the bulk crystal struc-
ture, the distance between two atoms is 3.84 Å.9 For this surface, the surface unit
cell is 2D and is highlighted by the dotted line. With the surface reconstruction, two
atoms group together to form a Si dimer, where the distance between the dimer atoms
is smaller than the bulk distance, which results in a 1D row of dimers on this plane
separated by a distance greater than the average distance between atoms in the bulk
form.

The unit cell for this reconstructed surface is highlighted by the dotted line in
Fig. 2.9b, that is twice as big as that of the unit cell in Fig. 2.9a in one direction,

(a) (b)

Fig. 2.9 Si(100) surface reconstruction. a Unreconstructed surface with bulk lattice constant.
b (2 × 1) reconstructed surface

91 Å = 0.1 nm
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whereas in the other direction, the length of the unit cell is the same as that of the
bulk. For this reason, this specific reconstruction of Si(100) surface is referred to as
(2 × 1) reconstruction.

It is interesting to note that Si(111) surface goes through (7 × 7) reconstruction
as shown in Fig. 2.10, i.e. the unit cell of the reconstructed surface is seven times the
length of the unit cell of the surfacewithout reconstruction. This discovery of Si(111)-
(7 × 7) reconstruction gave a compelling evidence of the capability of scanning
tunneling microscope (STM) shortly after its invention. It was remarkable that there
were several theories about this surface suggesting various other reconstructions and
no one expected (7 × 7) reconstruction.

Strictly speaking it is not only the atoms on the surface layer that go through
reconstruction, but subsurface atoms also rearrange themselves. In semiconductors,
atoms within a few nanometers of the surface may rearrange themselves, which
results in significant electronic structure changes.

Similarly, in heterostructures, significant reconstruction could be expected in
various materials with the added complexity of matching different lattice constants
of various materials. Such reconstruction in heterostructures may result in significant
strain, which may result in varying properties. One such example in the use of SiGe
alloys in nanoscale transistors for mobility enhancement.

Fig. 2.10 Si(7 × 7) surface reconstruction. (Courtesy of RKH Tech)
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2.4 Reciprocal Space

The real space (r) information may be further transformed into the reciprocal space
(k). The advantage here is that broad information in the real space gets transformed
into very compact information in the Fourier domain if the atomic structure in the
real space is periodic and infinite. In other words, one may transform the real space
(x, y, z) information to the reciprocal space (kx , ky, kz) as shown in Fig. 2.11 by
using the Fourier transform. The structural symmetry of the unit cell in real space
retain the general shape in the reciprocal space. However, the larger dimension in
the real space gets squeezed in the reciprocal space and vice versa.

Starting with the Bravais lattice described by the real space translation vector in
(2.1), the corresponding translation vectors (K) in the reciprocal space are given as,

K1D = n1b̂1

K2D = n1b̂1 + n2b̂2

K3D = n1b̂1 + n2b̂2 + n3b̂3

(2.3)

where b̂1, b̂2 and b̂3 are the reciprocal space basis vectors. Since (â1, â2, â3) define
the real space unit cell, (b̂1, b̂2, b̂3) define the reciprocal space unit cell. For a given
set of real space primitive basis vectors (â1, â2, â3), (b̂1, b̂2, b̂3) give the reciprocal
space primitive basis vectors. The region encapsulated by (b̂1, b̂2, b̂3) is also known
as the first Brillouin zone, and may be determined by using the Wigner Seitz method
discussed in Sect. 2.1.

With increasing range of the reciprocal unit cells, onemay define the second, third,
fourth Brillouin zones, etc. However, beyond the first zone, the rest of the zones have
redundant information. Therefore, it is instructive to use the first Brillouin zone only.
In this book, we simply refer to it as the Brillouin zone.

The dimensionality of the unit cell in real or reciprocal space is tied with the
dimensionality of the physical structure. For the 1D, 2Dand 3Dmaterials, one obtains
1D, 2D and 3D Brillouin zones, respectively. Since 0D materials have no periodicity
(unless these are assembled into a 3D crystal, C60 crystals), this discussion is not

Fourier
Transform

x

y

z

xk

yk

zk

Fig. 2.11 Real space (x, y, z) versus reciprocal space (kx , ky, kz)
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relevant to the 0D structures, althoughonemay still calculate quantizedwavenumbers
for 0D structures, which we discuss later.

The orthogonality condition between the real space and the reciprocal space basis
vectors is given as âi · b̂ j = 2πδi j , where, the Kronecker’s delta function is defined
as,10

δi j =
{
1 i = j
0 i �= j

With this condition, one may deduce the reciprocal space basis vectors in terms
of the real space basis vectors as follows,

b̂1 = 2π

â1 · (â2 × â3)
(â2 × â3) = 2π

Vr
(â2 × â3)

b̂2 = 2π

â1 · (â2 × â3)
(â3 × â1) = 2π

Vr
(â3 × â1)

b̂3 = 2π

â1 · (â2 × â3)
(â1 × â2) = 2π

Vr
(â1 × â2)

(2.4)

where â1 · (â2 × â3) = Vr is the volume of the unit cell in real space with [m3]
dimension. Correspondingly, the real space basis vectors in terms of the reciprocal
space basis vectors are given as,

â1 = 2π

b̂1 · (b̂2 × b̂3)
(b̂2 × b̂3) = 2π

Vk
(b̂2 × b̂3)

â2 = 2π

b̂1 · (b̂2 × b̂3)
(b̂3 × b̂1) = 2π

Vk
(b̂3 × b̂1)

â3 = 2π

b̂1 · (b̂2 × b̂3)
(b̂1 × b̂2) = 2π

Vk
(b̂1 × b̂2)

(2.5)

where b̂1 · (b̂2 × b̂3) = Vk is the volume of the unit cell in the reciprocal space with
[m−3] dimension.

In 2D with xy plane, one may assume â3 = ẑ, which results in the following
reciprocal space basis vectors,

b̂1 = 2π

â1 · (â2 × ẑ)
(â2 × ẑ) = 2π

Ar
(â2 × ẑ)

b̂2 = 2π

â1 · (â2 × ẑ)
(ẑ × â1) = 2π

Ar
(ẑ × â1)

(2.6)

where â1 · (â2 × ẑ) = Ar is the area of the 2D unit cell in real space with [m2]
dimension.

10Dirac’s delta function is a different one as discussed later in this book.
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In 1D (along x-direction), â1 = Lr x̂ , â2 = ŷ, and â3 = ẑ, one gets the following
reciprocal space basis vector,

b̂1 = 2π

â1 · (ŷ × ẑ)
(ŷ × ẑ) = 2π

Lr
x̂ (2.7)

where Lr = â1 · (ŷ × ẑ) = â1 · x̂ is the length of the 1D unit cell in real space with
[m] dimension.

1D Structures

Consider the real space 1D lattice shown in Fig. 2.12a with the lattice constant a, i.e.
Lr = a. The real space primitive basis vector is given as â1 = ax̂ . By using (2.7),
the reciprocal space primitive basis vector is given as,

b̂1 = 2π
a x̂

The length of the reciprocal space unit cell is Lk = 2π/a. The reciprocal space
lattice is shown in Fig. 2.12b.

The number of unit cells in the reciprocal space could also be infinite. However,
there could only be one primitive unit cell, i.e. Brillouin zone with period 2π/a and
may be defined to have a range of either (0, 2π/a] or (−π/a,π/a]; the latter is amore
popular choice. One should note that the two end points of the range are redundant
and one should retain only one of the points.11

2D Structures

Consider the 2D rectangular lattice shown in Fig. 2.13a with the lattice constants a
and b in x- and y-directions respectively. The real space primitive basis vectors are
given as, â1 = ax̂ and â2 = bŷ, and the primitive unit cell is shown as well. By using
(2.6), the reciprocal space primitive basis vectors are given as,

× × × ×
a

× × × ×
aπ2

(a) (b)

x xk

Fig. 2.12 1D. a Real space lattice, and b reciprocal space lattice

11Note the mathematical notation for the range of an interval. ] and [ brackets mean that the number
is included, whereas ) and ( brackets mean that the number is excluded.
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× ×× ×
× ×

(a) (b)

× ×
a

aπ2

b bπ2

x xk

y
yk

Fig. 2.13 2D. a Real space lattice, and b reciprocal space lattice

b̂1 = 2π
a x̂

b̂2 = 2π
b ŷ

(2.8)

The corresponding Brillioun zone is given by the following range, (kx , ky) =
(−π/a,π/a], (−π/b,π/b] and shown in Fig. 2.13b.

Consider the example of graphene as shown in Fig. 2.14a, where the primitive
basis vectors for the unit cell are given in (2.1). The primitive unit cell is shown as
well. By using (2.6), the primitive basis vectors in the reciprocal space are given as,

b̂1 = 2π

3acc
x̂ + 2π√

3acc
ŷ

b̂2 = 2π

3acc
x̂ − 2π√

3acc
ŷ

(2.9)

The reciprocal lattice is shown in Fig. 2.14b. Using the Wigner-Seitz method, the
primitive unit cell in the reciprocal space i.e. the first Brillioun zone, is highlighted
by dashed line, which also has a hexagonal symmetry.

3D Structures

Consider the 3D cubic crystal with the following primitive basis vectors in real
space, â1 = ax̂ , â2 = bŷ and â3 = bẑ. By using (2.4), the primitive basis vectors in
the reciprocal space are given as follows,



26 2 Atomic Structure

×
×

×
×

×

×
(a) (b)

x
xk

y
yk

× ×

× ×

× ×××

Fig. 2.14 Graphene. Wigner Seitz method is illustrated for both a real space lattice, and b the
reciprocal space lattice
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Fig. 2.15 3D. a FCC Brillouin zone in the reciprocal space for a real space BCC lattice. b BCC
Brillouin zone in the reciprocal space for a real space FCC lattice. Various symmetry points and
symmetry directions are highlighted

b̂1 = 2π
a x̂

b̂2 = 2π
b ŷ

b̂3 = 2π
c ẑ

(2.10)

Thefirst Brillouin zone is given by the following range, kx , ky, kz = (−π/a,π/a],
(−π/b,π/b], (−π/c,π/c].

For more detailed structures in 3D, the procedure is the similar to the one followed
in 1D or 2D. In this context, a real space BCC lattice gives an FCC lattice in the
reciprocal space as shown in Fig. 2.15a along with various symmetry points and
symmetry directions in the Brillouin zone. Furthermore, a real space FCC lattice
gives aBCC lattice in the reciprocal space as shown in Fig. 2.15b highlighting various
symmetry points and symmetry directions in the Brillouin zone.
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Problems

2.1 Pick an example of a crystalline material not discussed in this chapter. Identify
how many folds is the rotational symmetry?

2.2 Pick an example of a polycrystalline material not discussed in this chapter.
Identify the size of grains and comment on the grain boundaries.

2.3 Pick an example of a nanocrystalline material not discussed in this chapter.
Identify the nanocrystalline constituent.

2.4 What are the constituent materials in liquid crystals?
2.5 Pick an example of a quasicrystalline material not discussed in this chapter.

Identify how many folds the rotational symmetry is in addition to the five fold
symmetry.

2.6 Draw the Bravais lattices in 2D.
2.7 Draw planes for the following Miller indices (100), (110), (111), (211), (416),

and (312).
2.8 List the equivalent planes for (111).
2.9 Derive the real space primitive surface basis vectors and real space surface

reciprocal basis vectors for (2 × 1)-Si(100).
2.10 Derive the real space primitive surface basis vectors and real space surface

reciprocal basis vectors for (7 × 7)-Si(111).
2.11 For â1 = ax̂ , â2 = 2a ŷ and â3 = 3aẑ, calculate b̂1, b̂2 and b̂3.
2.12 For an FCC lattice in real space (given â1, â2, â3), show that the reciprocal

lattice is a BCC [derive b̂1, b̂2, b̂3 and compare with (â1, â2, â3) of a BCC
lattice].

2.13 For a BCC lattice in real space (given â1, â2 and â3), show that the reciprocal
lattice is an FCC [derive b̂1, b̂2 and b̂3 and compare with (â1, â2, â3) of an FCC
lattice].

2.14 For graphene, given the real space basis vectors (â1, â2), derive reciprocal space
basis vectors (b̂1, b̂2).

2.15 For graphite, given the real space basis vectors (â1, â2, â3), derive reciprocal
space basis vectors (b̂1, b̂2, b̂3).

Research Assignments

R2.1 Write a one page summary of the bulk and the surface atomic structure of a sin-
gle crystalline material, e.g. Au(100). Derive the real space primitive bulk basis
vectors and the bulk reciprocal vectors. Also, derive the real space primitive
surface basis vectors and surface reciprocal vectors.

R2.2 Write a one page summary of Moiré pattern at the nanoscale in a material of
your choice.

R2.3 Write a one page summary of Penrose crystals.



Chapter 3
Electronic Structure

Electronic structure describes how energy levels or spectra are distributed as a func-
tion of either real space (r) or reciprocal space (k). In this chapter, we focus on the
Band Diagram or Energy Diagram E(r), and the Band Structure E(k). The method
of choice for calculating the electronic structure of nanomaterials is the Quantum
mechanics (also called wave mechanics), where the non-relativistic Schrödinger
equation is the norm and not an exception. Before going into the details of this
new kind of mechanics of the nanostructures and nanomaterials, let us first review
some history.

In early part of the twentieth century, the phenomenon of black body radiation
was unexplained by classical or Newtonian mechanics. This phenomenon is really
a fancy name for the skewed bell shaped emission spectrum of a hot object, for
which the emission intensity depends on the emission wavelength and temperature
as shown in Fig. 3.1. By using the classical mechanics, one was only able to fit the
spectrum in the long wavelength regime, whereas the short wavelength ultra violet
(UV) region was unexplained. This scenario was termed asUV catastrophe. In 1905,

Fig. 3.1 Black body radiation spectrum at various temperatures. Sun’s spectrum corresponds to
about 5778 K
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Fig. 3.2 Bohr’s model for hydrogen atom. a Orbital picture. b Energy level picture

in an effort to explain why color of light changes depending on the temperature of
the filament of the light bulb, then recently invented by Edison, Planck proposed that
for electromagnetic radiation, the energy may be exchanged only in finite quanta,
which depends on the frequency as,

E = �ω = hf

where ω (rad/s) is the angular frequency, f (Hz) is the cyclic frequency and � =
h/2π is the reduced Planck’s constant, where h = 6.6262 × 10−34 Js is the Planck’s
constant. The single packet of energy is called photon,which is an elementary particle
of light. With this discovery, quantum mechanics was born, where the energy may
only be exchanged in a finite manner, in contrast to the continuous energy exchange
in the classical mechanics. By using this hypothesis, Planck was able to explain the
black body radiation and in this honor, h is named as the Planck’s constant. This
is such a powerful concept that this constant has become a signature of Quantum
mechanics.

In 1913, while trying to explain the discrete emission/absorption lines in the
hydrogen spectrum based on Rutherford’s planetary picture of atom, schematically
shown in Fig. 3.2a, Bohr proposed that the angular momentum (L) of an electron
with a linear velocity v, circling around the nucleus is also quantized, and is given
as,

Ln = mevrn = n�

where the principle quantumnumbern = 1, 2, 3, . . . represents an individual electron
orbit of radius rn around the nucleus, and me = 9.11 × 10−31 Kg is the electron’s
rest mass. By using this hypothesis, Bohr successfully calculated the energy values
(En) of the hydrogen atom as follows (also shown in Fig. 3.2b),
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En = −13.6

n2
eV

where eV is a unit of energy.1 Therewere two intellectual contributions of thismodel.
The first was that the energy levels are quantized and the transitions between these
quantized levels determine the peculiar peaks in the hydrogen atom spectrum, some-
thing that the classical mechanics does not embody within its framework and thereby
sometimes is referred to as continuum mechanics. The second contribution was the
notion of quantum numbers (n in this case) and how one may relate the physical
observables to these quantum numbers. Indeed now, there are various quantum phe-
nomena specifically related by such behaviors, like integer quantum Hall effect, etc.
Additionally, this model contributed to the concepts like well behaved and forbidden
quantum numbers. In this specific example, n = 0 is a forbidden quantum number,
since it results in zero angular momentum. This results in either zero velocity or zero
radius, both of which are unphysical.

The next significant development camewith the conceptual development ofmatter
waves. Louis de Broglie proposed that for a single particle of massm and velocity v,
the linear momentum (p) of such a matter wave is given in terms of the wavelength
(λ) as follows,

p = h

λ
= �k

where k = 2π/λ is the magnitude of the wavevector, and has the dimensions of
(rad/m).

Combining the above equation with p = mv, one may deduce the wavelength
associated with a matter wave, as follows λ = h/mv and a wave with a wavelength
has a mass given as,m = h/λv. This gave rise to the notion of wave particle duality,
i.e. an entity may behave as a particle or a wave under different circumstances. The
concept of matter wave is also described by the wave packet with a standing wave
pattern as shown in Fig. 3.3.

The next contribution came from Heisenberg, who developed the uncertainty
principle based on the wave nature of matter after carefully studying the emission
and absorption spectra of gases. According to this important principle, for a finite
length �x and finite time �t, one may not deduce information about the wave with
absolute certainty. Since time (t) and space r = (x, y, z) are related to the energy
(E) and wavevector k = (kx, ky, kz), respectively by Fourier transform, uncertainty
in one results in uncertainty in the Fourier space. Heisenberg proposed that these
uncertainties in the two sets of conjugate variables (E, t) and (r, p = �k) are related
by the following equations,

11 eV = 1.6×10−19 J. The reason behind the wide spread use of the eV unit of energy is its
convenience. For example, a voltage applied of a certain value, say 1 V, results in −1 eV shift in
the potential energy for an electron, since potential energy of an electron is given as, −qV , where
V is the potential and q = 1.6 × 10−19 C is the magnitude of the electronic charge.
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Fig. 3.3 Matter wave packet

�t�E ≥ �/2

�x�px ≥ �/2

�y�py ≥ �/2

�z�pz ≥ �/2

This brings interesting situations about the conservation of energy and momen-
tum, which we may otherwise be calculated quite accurately in classical mechanics.
However, in quantummechanics, with an uncertainty in themeasurement of time and
space, one may not deduce the behavior of energy and momentum deterministically,
rather we have to specify it in terms of probabilities. This philosophical concept later
on became the soul of quantum mechanics.

The next significant contribution came fromPauli, who proposed that the electrons
have inherent magnetism, in addition to the magnetism associated with the orbital
motion. This inherent magnetism is associated with the spin quantum number (s).
Usually, electrons have two spin orientations, which are 180◦ out of phase, hence
called up-spin (↑-spin) and down-spin (↓-spin). During transition from ↑-spin to
↓-spin, the path associated with the spin dynamics in real space (r) could be quite
detailed as shown in Fig. 3.4. This viewgraph also elucidates a misconception about
spins that they only point in two distinct directions. The spins may point in arbitrary
directionwithin the sphere of the spin dynamics andmay followdifferent trajectories,
depending on the magnetic field stimuli.
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Fig. 3.4 Spin dynamics
↑- spin orientation

↓- spin orientation

Arbitrary 
orientation

x y

z

3.1 Heuristic Introduction to Schrödinger Equation

Four equivalent descriptions of quantum mechanics were developed by Schrödinger
(wave equation), Heisenberg (matrix approach), Dirac-Feynman (path integral for-
malism), and de Broglie-Bohm (pilot wave theory). While contributions by Heisen-
berg, Dirac-Feynman, and de Broglie-Bohm are equally noteworthy, we use
Schrödinger’s approach in this book due to its intuitive appeal.

In classical mechanics, for a single particle with mass m, the kinetic energy is
given as, Ek = p2/2m = 1

2mv2, where in 3D, p2 = p · p = p2x + p2y + p2z . The poten-
tial energy for the electrostatic interaction between two particles with charges q1 and
q2 separated by a distance r is defined as, U (r) = Kq1q2/r, where K = 1/4πε, ε is
the permittivity given as ε = εrεo. εr is the relative permittivity and εo is the permit-
tivity of free space given as, 8.854 × 10−12 F/m. The total energy, i.e. the sum of the
kinetic energy and the potential energy, is termed as a single particle Hamiltonian2

and is given as,

H = p · p
2m

+U (r) (3.1)

In quantum mechanics, the momenta px, py and pz become operators, which are
given as,

p̃x = �

i

∂

∂x
, p̃y = �

i

∂

∂y
, p̃z = �

i

∂

∂z

making the momentum an operator as follows,

p̃ = x̂p̃x + ŷp̃y + ẑp̃z = �

i

(
x̂

∂

∂x
+ ŷ

∂

∂y
+ ẑ

∂

∂z

)
.

2Hamiltonian operator and Hamiltonian matrix (discussed later) should be Hermitian, i.e.H = H †,
in order to obtain real energy values for equilibrium conditions. Conceptually, an imaginary energy
value or frequency gives rise to wavefunction decay in time domain, and hence the probability
of finding a particle becomes time dependent that is not consistent with the equilibrium quantum
mechanics.



34 3 Electronic Structure

Hence the Hamiltonian operator, by using (3.1), is given as,

H̃ = −�
2

2m

(
∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2

)
+U (r) = −�

2

2m
∇2 +U (r). (3.2)

where ∇2 is the Laplacian operator. The electrostatic boundary conditions are spec-
ified by U (r). Although we write Hamiltonian operator in Cartesian coordinate sys-
tem here, the potential energyU (r) and the Laplacian operator ∇2 may be written in
cylindrical or spherical coordinate systems depending on the symmetry. Given the
Hamiltonian operator (H̃ ), time dependent Schrödinger equation is given as,

H̃� = −�

i

∂�

∂t
(3.3)

where�(r, t) is the complex wavefunction. Born proposed that |�(r, t)|2 defines the
probability density of finding a particle. Therefore, according to the normalization
condition, an integral over this quantity equals unity per spin per state, i.e.,

∫ +∞

−∞
dr |�(r, t)|2 =

∫ +∞

−∞
dr �∗� = 1 (3.4)

where dr = dxdydz is the differential volume. The dimensions of wavefunction
are m−3/2 in 3D, m−1 in 2D and m−1/2 in 1D. �(r, t) may be further written as
�(r, t) = �(r)e−iωt = �(r)e−iEt/�, where �(r) is the time independent part of the
wavefunction. Substituting in (3.3), the time independent Schrödinger equation is
given as,

H̃� = E� (3.5)

This equation leads to solutions that are highly non-intuitive. Consider the phe-
nomenon of quantum mechanical tunneling, where an electron or more precisely its
wavefunction may penetrate a barrier, i.e. there is a finite probability of finding a
particle on the other side of the barrier as shown in Fig. 3.5—a phenomena incon-
ceivable in classical mechanics. Furthermore, the quantum mechanical reflections

Quantum Classical

Reflection

Tunneling

x x

E

U

Fig. 3.5 Quantum mechanical tunneling and reflection
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are also quite distinct compared to classical reflections. Consider a barrier, where the
transmission probability of a classical object through this barrier is zero if the energy
of the object is less than the top of the barrier. However, with energy greater than the
barrier height, the transmission probability is unity. A quantum particle, however,
has a finite probability of transmission even for energies less than the barrier height,
which is a signature feature of quantum mechanical tunneling. According to quan-
tum mechanics, this tunneling probability may never be zero, although it could be
exponentially small. For energy greater than the barrier height, the probability may
still be less than unity, indicative of the quantum mechanical reflections.

The following properties related to wavefunctions and Schrödinger equation are
noteworthy,

(1) Given an operator Ã, one may only calculate the expectation value of this
operator due to the probabilistic nature of quantum mechanics, which is given as,

〈A(t)〉 =
∫ +∞

−∞
dr �∗Ã(r, t)�

For a time independent operator, the time independent expectation value is given
as,

〈A〉 =
∫ +∞

−∞
dr �∗Ã(r)�

(2) The probability density is always time independent for a closed system, i.e.,

|�(r, t)|2 = |�(r)|2

(3) �(r) and ∇�(r) should be finite across an interface to eliminate any discon-
tinuity in the second derivative to be used in Schrödinger equation.

(4) Wavefunctions are complex in general, i.e. �(r) = |�(r)| eiδ . Although the
phase does not affect the probability density of an isolated particle, it does give rise
to the phenomenon of quantum mechanical coherence when particles interact with
each other.

(5) Due to complex nature of the wavefunction, |�1(r, t) + �2(r, t)|2 �=
|�1(r, t)|2 + |�2(r, t)|2, which is one of the key manifestations of quantummechan-
ics.

(6) Since Schrödinger equation is a linear equation, weighted sum (or linear
combinations) of various solutions is also a solution, i.e. if �1, �2, �3, . . . , �M

are solutions,
∑M

j=1 bj�j is also a solution.
Next we introduce the concept of a basis set, which consists of a finite collection

of functions φj(r). These functions constituting the basis set may or may not be
orthogonal to each other and hence are called orthogonal basis set or nonorthogonal
basis set, respectively. The basis set may or may not be normalized, however the final
wavefunction should always be normalized. The wavefunction for a certain quantum
number n may be written as a linear weighted sum of the basis set as follows,
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�n(r) =
N∑
j=1

cnj φj(r) (3.6)

where cnj are the weighting factors, which are the projections of wavefunction �n(r)
on the basis functions φj(r). Using a certain N -dimensional basis set (i.e. N basis
functions), the operators become square matrices of rank N , where the matrix ele-
ments of the Hamiltonian (only the kinetic energy part shown here), potential energy
and overlap matrices in 3D are given as,

[H ]ij = −�
2

2m

∫ +∞

−∞
dr φ∗

i (r)∇2φj(r)

[U ]ij =
∫ +∞

−∞
dr φ∗

i (r)Ũ (r)φj(r)

[S]ij =
∫ +∞

−∞
dr φ∗

i (r)φj(r)

In 1D, the above equations are simplified to,

[H ]ij = −�
2

2m

∫ +∞

−∞
dx φ∗

i (x)
d2φj(x)

dx2

[U ]ij =
∫ +∞

−∞
dx φ∗

i (x)Ũ (x)φj(x)

[S]ij =
∫ +∞

−∞
dx φ∗

i (x)φj(x) (3.7)

For orthogonal basis set, the off diagonal elements of the overlap matrix are zero.
Additionally, if the basis set is normalized, the diagonal elements are unity.A basis set
that satisfies the conditions of orthogonality and normalization is called orthonormal
basis set. For an orthogonal basis set, [S] = I , where I is an identity matrix of rank
N . Furthermore, substituting (3.6) in the time independent Schrödinger (3.5), one
obtains,

N∑
j=1

cnj H̃φj(r) = En

N∑
j=1

cnj φj(r)

where En is the Eigen value for the quantum number n = 1, 2, 3, . . . ,N . Multiplying
with φ∗

i (r) and integrating,

N∑
j=1

∫ +∞

−∞
dr φ∗

i (r)H̃φj(r) cnj = En

N∑
j=1

∫ +∞

−∞
dr φ∗

i (r)φj(r) cnj

one obtains,
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N∑
j=1

[H ]ij c
n
j = En

N∑
j=1

[S]ij c
n
j

Writing in matrix notation,

[H ]
{
cn
} = En [S]

{
cn
}

[S]−1 [H ]
{
cn
} = En

{
cn
}

where [H ] and [S] are N × N matrices and {cn} is an N × 1 column matrix. The
above equations give rise to the following Secular equations,

[[H ] − En [S]]
{
cn
} = 0[

[S]−1 [H ] − EnI
] {

cn
} = 0

where I is an N × N identity matrix. One may find N Eigen values and N Eigen
functions by equating the Secular determinant to zero as follows,

det [[H ] − En [S]] = 0

det
[
[S]−1 [H ] − EnI

] = 0

One should note that for orthogonal basis set, since [S] = I , the Secular equation
and determinant simplify to,

[H ]
{
cn
} = En

{
cn
}

det [[H ] − EnI ] = 0

respectively. In addition to an analytical solution, onemay find numerical solution
by using a computational software like Matlab. In which case, the following Matlab
functions are used for the nonorthogonal and the orthogonal basis sets respectively,3

[V,D] = eig(inv(S) ∗ H )

[V,D] = eig(H ) (3.8)

where the diagonal elements of the matrix [D] give Eigen values (En) and the corre-
sponding columns in [V ] give Eigen functions (cnj ) for a certain quantum number n.

One may visualize the basis set to be anN -dimensional Hilbert space, where each
basis function is an independent axes as shown in Fig. 3.6 in analogy with the real
space. We discuss two types of basis sets in this chapter, namely real space basis sets
in Sect. 3.3, and orbital space basis set in Sect. 3.4.

3eig and inv are Matlab functions for calculating Eigen values and inverse of a matrix, respectively.
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Fig. 3.6 Basis set as Hilbert
space in analogy with the
real space
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3.2 Electrostatics

The electrostatic boundary conditions and the effect of potential is included by using
a potential energy matrix [U ]. Although there is a formal procedure to calculate
this potential energy matrix to reflect the external bias, it is useful to note that the
potential energy matrix is usually diagonal for orthogonal basis set, whereas for
nonorthogonal basis set, discussion ismore detailed. Nonetheless for both orthogonal
and nonorthogonal basis sets, the potential energy matrix elements [U ]ij may be
calculated by using (3.7). For orthogonal basis set, one may approximateU (r) to be
constant at r corresponding to a certain point of the basis set φ(r),

[U ]ij =
{
U (rj) i = j
0 i �= j

This approximation results in tremendous convenience and in fact is one of the
reasons of the popularity of orthogonal basis set, despite distinct advantages of
nonorthogonal basis sets.

In addition, Schrödinger equation may be solved analytically or computationally
for a single particle subjected to a certain potential energy (U ). In this section, we
focus on the analytical solutions in various dimensions (1D, 2D, 3D) for a single
particle subjected to various boundary conditions.

Free Particle in 1D

For a free particle with U = 0, starting from (3.5), the 1D single particle time inde-
pendent Schrödinger equation are given as,

d2�

dx2
+ k2x� = 0

where kx = √
2mE/� is the 1Dwavevector. The general solution for such an equation

consists of traveling waves due to free propagation unbounded by any potential and
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is given as, �(x) = Aeikxx + Be−ikxx. The time dependent wavefunction is given as,
�(x, t) = Aei(kxx−ωt) + Be−i(kxx+ωt). By using a constant phase, onemay calculate the
group velocity4 as follows vgx = dω/dkx. For the first term ei(kxx−ωt), the constant
phase (kxx − ωt = constant) gives rise to a positive group velocity. Similarly, it
may be shown that the second term e−i(kxx+ωt) gives rise to a negative group velocity.
Since this particle is free and not subjected to any potential, it does not have any
preferential direction of propagation. However, for the sake of discussion, let us
assume that the particle is traveling in the positive direction by putting B = 0, which
results in,5

�(x) = Aeikxx = A cos(kxx) + iA sin(kxx)

By comparingwith (3.6), ifφ1(x) = cos(kxx) andφ2(x) = sin(kxx) are substituted
as the basis set, cn1 = A and cn2 = iA. Furthermore, sin(kxx) and cos(kxx) functions are
orthogonal to each other. Therefore, [cos(kxx), sin(kxx)] constitutes an orthogonal
basis set and a two dimensional Hilbert space.

However, the wavefunction is not normalizable, since A is undefined according
to the normalization condition as follows,

∫ +∞

−∞
dx |�|2 = 1

Since the particle is free to go anywhere in space, it is difficult to locate it. The
expectation values for px and E may be calculated as follows,

〈px〉 = �

i

∫ +∞
−∞ dx �∗ d�

dx = �kx

〈E〉 = p2x
2m = �

2k2x
2m

Each energy point is two fold degenerate due to ±kx. Including the spin degree of
freedom, the degeneracy is four fold. Usually, one drops the notation of the expecta-
tion values and simply refer to the energy and momentum, or E(kx) diagrams, if the
real space and the time domain information is not kept track of. Such a plot for a free
particle is shown in Fig. 3.7,which has a parabolic trend. Equating the parabolicE(kx)
to E = �ω, one obtains ω = �k2x /2m. The corresponding phase and group velocities
are respectively given as, vpx = ω/kx = �kx/2m and vgx = dω/dkx = �kx/m, which
makes vgx = 2vpx.

For a free particle, there is no quantization.However, this particle is still a quantum
particle due to the wave behavior with a certain phase. One of the key differences
between quantum and classical mechanics is precisely this phase information. These
quantum particles may interact and interfere with each other in constructive and
destructive manner. This phase coherence plays an important role in addition to the
quantization of various physical observables, which makes the quantum devices so

4One should note that the phase velocity is simply given as, vpx = ω/kx .
5Euler’s identity gives, eiθ = cos θ + i sin θ.
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Fig. 3.7 Band structure for a
free particle
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different from the classical ones. Rightfully, quantum mechanics is also called wave
mechanics.

Particle in a Box

Let us now put this quantum particle in a 1D box of length L as shown in Fig. 3.8a
with potential energy given as,

U =
⎧⎨
⎩

∞ − ∞ ≥ x ≥ 0
0 0 < x < L

∞ L ≥ x ≥ ∞

For the wavefunction �(x), the boundary conditions at x = 0 and x = L make
�(0) = 0 and �(L) = 0 due to the ∞ potential energies at x ≤ 0 and x ≥ L, respec-
tively. For 0 < x < L, the Schrödinger equation is no different from that of the free
particle with U = 0 and is given as,

d2�

dx2
+ k2x� = 0

Due to the rigid boundary conditions, one expects the solutions to be standing
waves given as follows,6

6A standing wave is a superposition of two waves traveling in opposite directions.
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Fig. 3.8 Particle in a 1D box. a Potential energy profile. b Energy and wavevector quantization
shown with ⊗. The dispersion for the free particle is shown as a red line to guide the eye. c
Wavefunctions (dashed line) and probability densities (solid line) fornx = 1 andnx = 2 are reported.
For the wavefunction, the peak value is

√
2/L, whereas for the probability density, the peak value

is 2/L

�(x) = A sin(kxx) + B cos(kxx)

The sin(kxx) and cos(kxx) standing wave solutions are a linear combination
of the traveling wave solutions eikxx and e−ikxx within the linear nature of the
Schrödinger equation.7 Applying the boundary condition �(0) = 0 gives B = 0,
whereas �(L) = 0 leads to sin(kxL) = 0 since A may not be zero, otherwise the
wavefunction collapses. This leads to knxL = nxπ, where nx = ±1,±2,±3, . . . is
a quantum number. nx = 0 is a forbidden quantum number. knx = nxπ/L results in
discrete momenta and energy values as follows,

pn = �knx = �π
L nx

En = �
2k2nx
2m = �

2π2

2mL2 n
2
x

E(kx) diagram is shown in Fig. 3.8b with only a finite combinations of En and
knx , given by the quantum number nx. Each energy point is two fold degenerate due
to ±kx. Including the spin degree of freedom, the degeneracy is four fold. Finally,
the normalized wavefunction for the quantum number nx by using the normalization
condition is given as,

�nx (x) =
√
2

L
sin
(πx

L
nx
)

and is shown in Fig. 3.8c for nx = 1 and nx = 2 with dashed line.
∣∣�nx

∣∣2 is shown
with solid line. For various values of nx, the wavefunctions are orthogonal to each
other.

7cos(kxx) = (eikxx + e−ikxx)/2, and sin(kxx) = (eikxx − e−ikxx)/j2.
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For a particle in a 2D box of dimensions Lx and Ly with ∞ potential energies at
the box edges, k2nx,ny = k2nx + k2ny , where knx = πnx/Lx and kny = πny/Ly. The corre-
sponding momentum and energy values are given as,

p = �knx,ny = �

√
π2

L2x
n2x + π2

L2y
n2y

E = �
2k2nx ,ny

2m = �
2

2m

(
π2

L2x
n2x + π2

L2y
n2y
)

Each energy point is four fold degenerate. Including the spin degree of freedom,
the degeneracy is eight fold. For various values of (nx, ny), the wavefunctions are
orthogonal to each other and are given as,8

�nx,ny (x, y) =
√

4
LxLy

sin
(

πx
Lx
nx
)
sin
(

πy
Ly
ny
)

For a 3D box of dimensions Lx, Ly and Lz with ∞ potential energies at the box
edges, k2nx,ny,nz = k2nx + k2ny + k2nz , where knx = π

Lx
nx, kny = π

Ly
ny, and knz = π

Lz
nz . The

corresponding momentum and energy values are given as,

p = �knx,ny,nz = �

√
π2

L2x
n2x + π2

L2y
n2y + π2

L2z
n2z

E = �
2k2nx ,ny ,nz

2m = �
2

2m

(
π2

L2x
n2x + π2

L2y
n2y + π2

L2z
n2z
)

Each energy point is eight fold degenerate. Including the spin degree of freedom,
the degeneracy is sixteen fold. For various values of (nx, ny, nz), the wavefunctions
are orthogonal to each other and are given as,

�nx,ny,nz (x, y) =
√

8
LxLyLz

sin
(

πx
Lx
nx
)
sin
(

πy
Ly
ny
)
sin
(

πz
Lz
nz
)

Finally, for a particle trapped in a cylindrical or spherical box, the wavefunc-
tion would have the cylindrical or spherical symmetry, respectively, and is given by
cylindrical or spherical harmonics.

3.3 Real Space Basis Set

There are various computationalmethods available for solving Schrödinger equation.
All of them involve the use of some kind of a basis set. Using the basis set, the
operators and the wavefunctions may be converted into square and column matrices,
respectively, and various quantities may be solved by using techniques of Linear
Algebra. In real space, two widely used basis sets are finite difference and finite

8These wavefunctions correspond to a product state.
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element. The finite difference method employs orthogonal brick like orthogonal
basis set, whereas the finite element method uses pyramid shaped nonorthogonal
basis set.

Free Particle with Finite Difference Basis Set

The basis set and the associated derivatives for the finite difference method is shown
in Fig. 3.9. The real space is discretized by using the lattice points with lattice spacing
a. The brick shaped function has the width of a and the height of 1/

√
a making it an

orthonormal basis set, and is given as,

ϕi(x) = 1√
a
[H (x) − H (x − a)]

ϕj(x) = 1√
a
[H (x − a) − H (x − 2a)]

Fig. 3.9 Finite difference
basis set for a 1D lattice

× ×
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dx
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where H (x − xo) is Heaviside function and is defined as,

H (x − xo) =
{
1 x > xo
0 x < xo

Taking the first derivative of the basis set gives,

dϕi(x)

dx
= 1√

a
[H ′(x) − H ′(x − a)] = 1√

a
[δ(x) − δ(x − a)]

where δ(x) is Dirac’s delta functions defined as follows,

δ(x − xo) = dH (x − xo)

dx

Some properties of the delta function include,

∫ +∞

−∞
δ(x − xo) = 1

∫ +∞

−∞
f (x)δ(x − xo) = f (xo)

We further discuss this function in Chap. 4. Taking the second derivative of the
basis set gives,

d2ϕi(x)

dx2
= 1√

a
[δ′(x) − δ′(x − a)]

where δ′(x) is Dirac’s double delta functions, and is defined as,

δ′(x) = 1

a
[δ(x + 0+) − δ(x − 0+)]

Using above relations in (3.7), one obtains the following Hamiltonian elements,

[H ]ii = −�
2

2ma2
∫ a
0 dx

[−δ(x − 0+) − δ(x − a + 0+)
] = 2to

[H ]ij = [H ]ji = −�
2

2ma2
∫ 2a
0 dx

[
δ(x − a − 0+)

] = −to

where to = �
2/2ma2. The tridiagonal Hamiltonianmatrix for the 1D finite difference

basis set is given as,

[H ] =

⎡
⎢⎢⎣

2to −to 0 0 · · ·
−to 2to −to 0 · · ·
0 −to 2to −to · · ·
· · · · · · · · · · · · · · ·

⎤
⎥⎥⎦ (3.9)
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where the diagonal element is 2to (also known as onsite energy) and the nearest
neighbor hopping element is given as −to.

In 2D, the basis set remains brick shaped, which gives the onsite energy of 4to (due
to two dimensions) and the nearest neighbor hopping parameter to be −to. In 3D,
the onsite energy is 6to (due to three dimensions) with the nearest neighbor hopping
parameter of −to. It should be noted that in 2D and 3D, there may be examples
where the hopping parameter may not be the same for all the dimensions, consider
having different lattice constants and/or effective masses in various dimensions.
In this case, the onsite energy is still the sum of twice the �

2/2ma2 parameter in
multiple dimensions and the off diagonal elements are negative of this parameter in
the respective direction.

Particle in a 1D Box with Finite Difference Basis Set

Consider the particle in a 1D box problem again, which we solve analytically in
Sect. 3.4. For the length L of the 1D box, we take a lattice of N = 25 points with a
lattice spacing a. The 25 × 25 Hamiltonian is then given as,

[H ] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2to −to 0 0 0 · · · · · · 0 0 0
−to 2to −to 0 0 · · · · · · 0 0 0
0 −to 2to −to 0 · · · · · · 0 0 0
0 0 −to 2to −to · · · · · · 0 0 0

0 0 0 −to 2to
. . .

. . . 0 0 0
0 0 0 0 0 · · · · · · 2to −to 0
0 0 0 0 0 · · · · · · −to 2to −to
0 0 0 0 0 · · · · · · 0 −to 2to

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

With the boundary conditions starting at x = 0 (5th point) and x = L (21st point),
the 25 × 25 potential energy matrix element is given as,

[U ] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Uo 0 0 0 0 · · · · · · 0 0 0
0 Uo 0 0 0 · · · · · · 0 0 0
0 0 Uo 0 0 · · · · · · 0 0 0
0 0 0 Uo 0 · · · · · · 0 0 0

0 0 0 0 Uo
. . .

. . . 0 0 0

0 0 0 0 0 0
. . .

. . . 0 0

0 0 0 0 0
. . .

. . . 0 0 0
0 0 0 · · · · · · Uo 0 0 0 0
0 0 0 0 · · · · · · Uo 0 0 0
0 0 0 0 0 · · · · · · Uo 0 0
0 0 0 0 0 · · · · · · 0 Uo 0
0 0 0 0 0 · · · · · · 0 0 Uo

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Fig. 3.10 Finite difference
method for the particle in a
1D box with potential energy
Uo = 100 eV. a Eigen values
(lowest fifteen only, which
are associated with the box).
b Probability density for
nx = 1 state
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By adding [H ] and [U ], one may solve for the Eigen values and Eigen vectors in
Matlab by using, [V,D] = eig ([H ] + [U ]). By using the values of the coefficients
cnj from the Eigen vector (from the columns in matrix [V ] for the corresponding
diagonal matrix elements in [D]) for a certain Eigen state nx, the wavefunction is
given by (3.6). For Uo = 100 eV, the Eigen values are plotted with respect to the
quantum number in Fig. 3.10a. The discretization error is observed compared to the
analytical solution, where the maximum value is 4to for the finite difference method.
One should note that the lowest energies for only first fifteen quantum numbers are
plotted, since there are fifteen points inside the box. The rest of Eigen values belong
to the barrier region. The probability density |�1(r)|2 for the quantum number nx = 1
is plotted in Fig. 3.10b, which reflects that the probability of finding a particle is high
within the box region and is minimal in the barrier region, as expected.

We further show the energy spectrum with a barrier height of Uo = 0.1 eV in
Fig. 3.11a. Due to the discretization error, the energy values deviate from the ana-
lytical solution and are smaller in magnitude compared to the higher barrier case
shown in 3.10a. The wavefunction also tunnels into the barrier region as shown in
Fig. 3.11b. In other words, there is a finite probability of finding the particle in the
barrier region, which is a purely quantum mechanical phenomenon called quantum
mechanical tunneling.
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Fig. 3.11 Finite difference
method for the particle in a
1D box with potential energy
Uo = 0.1 eV. a Eigen values
(lowest fifteen only, which
are associated with the box).
b Probability amplitude for
nx = 1 state showing
tunneling into the barrier
region
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Finite Element

The finite element basis set consists of pyramid shaped functions as shown in
Fig. 3.12. For the lattice spacing a, the height of basis function is 1/

√
a. Since the

basis functions on the two nearest neighbor points are overlapping, the overlap and
the Hamiltonian matrix elements are given by using (3.7) as follows,

[S]ii =
∫ a

−a
dx φ∗

i (x)φi(x) = 2

3

[S]ij = [S]ji =
∫ 2a

−a
dx φ∗

i (x)φj(x) = 1

6

[H ]ii = −�
2

2ma2

∫ a

−a
dx [−2δ(x)] = 2to

[H ]ij = [H ]ji = −�
2

2ma2

∫ 2a

−a
dx [+δ(x − a)] = −to

Hence, the basis set is not normalized in its current form. The Hamiltonian and
the overlap matrices are then given as,
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Fig. 3.12 Finite element
basis set for a 1D lattice
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[H ] =

⎡
⎢⎢⎣

2to −to 0 0 · · ·
−to 2to −to 0 · · ·
0 −to 2to −to · · ·
· · · · · · · · · · · · · · ·

⎤
⎥⎥⎦ (3.10)

[S] = 1

6

⎡
⎢⎢⎣

4 1 0 0 · · ·
1 4 1 0 · · ·
0 1 4 1 · · ·
· · · · · · · · · · · · · · ·

⎤
⎥⎥⎦ (3.11)

which may be used to calculate the Eigen values and the Eigen functions by using
the following Matlab function, [V,D] = eig

(
S−1H

)
. Further analysis is left as an

exercise for the interested readers.
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3.4 Orbital Space Basis Set

Atomic and/or molecular orbitals may also be used as the basis set instead of the real
space functions. The key advantage here is the use of orbital symmetries in the choice
of the Hamiltonian and the overlap matrices. Consider a hydrogen atom shown in
Fig. 3.13 in the Bohr’s planetary model, where an electron is orbiting around the
nucleus, which consists of a proton. The potential energy for this system is given
as, U (r) = −Kq2/r, where q is the magnitude of the electronic charge and r is the
distance between electron and proton. The Hamiltonian operator is then given as,

H̃ = −�
2

2m
∇2 − K

q2

r

where K = 1/4πεo is a prefactor that depends on the permittivity of free space
εo = 8.854 × 10−12 F/m.

Given the spherical symmetry of the problem, the Laplacian ∇2 operator is
described in the spherical coordinates (r, θ,φ). Furthermore, due to the three dimen-
sions, one has to keep track of three quantum numbers, principle quantum number
(n), azimuthal quantum number (l) and magnetic quantum number (m) in addition
to the intrinsic spin quantum number s = (↑ −spin,↓ −spin) with the following
allowed values,

n = 1, 2, 3, . . . ,∞
l = 0, 1, 2, . . . , (n − 1)

m = −l,−(l − 1), . . . , 0, . . . , (l − 1), l

One should note that l = 0, 1, 2, 3 give s, p, d and f orbitals respectively. The value
of n is usually specified as the first entry in the notation to describe orbitals. Hence,
1s-orbital is written as (n, l,m) = (1, 0, 0). For n = 2, the four orbitals are given
as (2, 0, 0), (2, 1,−1), (2, 1, 0) and (2, 1, 1). In addition, the wavefunction may be

Fig. 3.13 Hydrogen atom

Proton

Electron

r

qq +=1

qq −=2
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Fig. 3.14 Radial functions
for hydrogen wavefunctions
on linear scale, and
logarithmic scale in the inset
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divided into radial R(r) and spherical Y (θ,φ) functions.9 The radial function R(r)
of the wavefunction in general depends on (n, l) and the angular function Y (θ,φ)

depends on (l,m), written as,

�n,l,m(r, θ,φ) = Rl
n(r)Y

m
l (θ,φ)

while Rl
n gives the decay of orbital, Ym

l gives rise to the specific shape. While the
angular function Ym

l is the same for all atoms, the radial function R(r) changes
due to a different spherical potential with varying nuclear charge in different atoms.
Therefore, for the same quantum numbers (n, l,m), orbitals from two different atoms
would have similar shape, although the extent (governed byRl

n)may be very different.
For hydrogen atom (ao = 0.529Å), the following radial functions are shown in

Fig. 3.14,

R0
1 = 2

a3/2o
e−r/ao

R0
2 = 1√

2a3/2o

(
1 − 1

2
r
ao

)
e−r/2ao

R1
2 = 1√

24a3/2o

r
ao
e−r/2ao

whereas the angular functions are given as,

Y 0
0 = 1√

4π

Y 0
1 =

√
3
4π cos(θ)

9It is instructive to note the limits of these variables are given as, r = [0,∞], θ = [0,π), and
φ = [0, 2π).
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Fig. 3.15 Wavefunction plots of carbon atom for various quantum numbers. Wavefunction and
atomic visualization in this text is done by using Hückel-NV [1]

Y±1
1 = ∓

√
3
8π sin(θ)e±jφ

(n, l,m) = (2, 0, 0) has a spherical symmetry and is termed as a 2s−orbital.
(2, 1, 0) is aligned along z-axis and is referred to as 2pz-orbital. (2, 1,±1) are aligned
along y-axis. It is a misconception that these are 2px and 2py orbitals. It is actually a
weighted sum of the angular functions of these two orbitals which gives rise to 2px
and 2py orbitals as follows,

Y (2px) = 1√
2

(
Y−1
1 − Y−1

1

) =
√

3
4π sin(θ) cos(φ)

Y (2py) = i√
2

(
Y−1
1 + Y−1

1

) =
√

3
4π sin(θ) sin(φ)

This unique wavefunction dependence, in fact, leads to very interesting allotropic
forms of carbon like diamond, graphite, and Bucky ball. For carbon atom, these
wavefunction plots are shown in Fig. 3.15 for various quantum numbers showing
angular as well as radial dependence.

Moreover, the radial functions are usually nonorthogonal. However, the angular
functions are orthogonal, i.e. Ym

l Y
m′
l′ = δll′δmm′ , where δll′ is the Kronecker delta

function and is defined as,
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Fig. 3.16 Orthogonality of s
and p orbitals. a Orbitals on
the same atom. b Orbitals
from two different atoms

- 

+ 
(a) (b)

δll′ =
{
1 l = l′
0 l �= l′

This orthogonality may actually make the overall wavefunctions orthogonal
between two orbitals. Consider 2s- and 2pz-orbitals of the same atom schematically
shown inFig. 3.16a,where the overlap between these twoorbitals, [S]ij given by (3.7),
is zero since 2pz-orbital has equal amount of positive and negative contributions to
the wavefunction product, whereas 2s-orbital wavefunction is always positive. How-
ever, this overlap may be non zero if either of the two orbitals is displaced, e.g. when
these orbitals are from two atoms, schematically shown in Fig. 3.16b.

Such wavefunction symmetry effects or orbital symmetry effects predominantly
determine the device characteristics at nanoscale and hence are quite important to
incorporate in any theoretical model.

Atomic Orbitals as Basis Set

Consider the two atomsystem inFig. 3.17awith one atomic orbital per atom.Byusing
the atomic orbitalwavefunctions (φa,φb) as the orthogonal basis set, theHamiltonian
for the complete system in matrix form is given as,

[H ] =
[
HAA HAB

HBA HBB

]

where the Hamiltonian matrix elements of the two atom system are as follows,

HAA = −�
2

2m

∫ +∞
−∞ dr φ∗

a(r)∇2φa(r) = εa

HAB = −�
2

2m

∫ +∞
−∞ dr φ∗

a(r)∇2φb(r) = −t

HBA = −�
2

2m

∫ +∞
−∞ dr φ∗

b(r)∇2φa(r) = −t∗

HBB = −�
2

2m

∫ +∞
−∞ dr φ∗

b(r)∇2φb(r) = εb
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Fig. 3.17 Two atom system. a Energy spectrum for a two level model system. bMolecular wave-
functions for the bonding and the antibonding states with atomic orbitals as the basis set

which results in,

[H ] =
[

εa −t
−t∗ εb

]

One should note that HAB = H †
BA for Hermitian Hamiltonian matrix. For simplic-

ity, let us assume that both the atoms have the same atomic number, which makes
εa = εb = εo, giving,

[H ] =
[

εo −t
−t∗ εo

]

This matrix represents a two level model, where εo is the onsite energy and t is
the nearest neightbor hopping parameter. For an orthogonal basis set, [S] = I , and
the Eigen values are given as εo ± |t|.

For the εo − |t| Eigen value, the coefficients for the Eigen function are given as,

{
ca
cb

}
=
{
1
1

}
1√
2

where
√
2 is the normalization factor. This symmetric state corresponds to the bond-

ing state (the lower energy state). For the εo + |t| Eigen value, the coefficients for
the Eigen function are given as,

{
ca
cb

}
=
{

1
−1

}
1√
2
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This antisymmetric state corresponds to the antibonding state (the higher energy
state). Using (3.6), the normalized molecular wavefunctions for the bonding and the
antibonding states are given as,

�B(r) = 1√
2
(φa + φb)

�AB(r) = 1√
2
(φa − φb)

The two level energy spectrum for the two atom system is shown in Fig. 3.17a.
The bonding and antibonding wavefunctions are shown in Fig. 3.17b.

Various physical systems may be understood within the two level or two band
model. In such a two band model, the coefficient matrices for the valence and the
conduction bands have the same structure as that of the bonding and the antibonding
states, respectively. In our example, we have taken only one orbital per atom as the
basis set, however, in principle, one could have more than one orbital per atom in the
basis set. Consider Silicon for example, where it is common to take 3s, 3p, and 4d
orbitals as the basis set, giving rise to nine orbitals per atom in the basis set.

Tight Binding Theory

With a certain choice of the orbital basis set, the Hamiltonian matrix may be written
in terms of the onsite energy and the hopping parameters between various orbitals.
This description leads to the tight binding Hamiltonian, and hence the tight binding
theory of electronic structure. Although it is common to include only the nearest
neighbor interactions in the tight binding models, in general one could also include
second, third, fourth nearest neighbors and beyond.

Consider the 1D chain of six atoms in Fig. 3.18 with the onsite energy of εo and
hopping parameter of −t between the nearest neighbors. The tight binding Hamilto-
nian is given as,

[H ] =

⎡
⎢⎢⎢⎢⎢⎢⎣

εo −t 0 0 0 0
−t εo −t 0 0 0
0 −t εo −t 0 0
0 0 −t εo −t 0
0 0 0 −t εo −t
0 0 0 0 −t εo

⎤
⎥⎥⎥⎥⎥⎥⎦

(3.12)

t−

єo

Fig. 3.18 1D atomic chain of six atoms
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(b)(a)

       1st LUMO        2nd LUMO 

       1st HOMO        2nd HOMO 

-6 eV

-3 eV

3 eV

6 eV

x
y

z

Fig. 3.19 Benzene molecule. a Energy levels calculated by using pz-orbital tight binding Hamil-
tonian showing doubly degenerate HOMO and LUMO levels at −3 eV and 3 eV, respectively.
bMolecular wavefunction for HOMO and LUMO levels dominantly have pz symmetry

The onsite energy εo depends on the vacuum reference, which is an arbitrary
quantity. For convenience, εo is usually taken as zero. For an inhomogeneousmaterial
with a varying vacuum reference, the varying onsite energy may also be included.

This simple orthogonal tight binding model is also called Hückel model. The
models based on nonorthogonal basis sets are called nonorthogonal tight binding
models. These tight binding models may easily be expanded to 2D and 3D. In the
nearest neighbor approximation with one orbital per atom, irrespective of the dimen-
sionality, for nearest neighbors i and j, [H ]ij = −t and for the non nearest neighbors
i and j, [H ]ij = 0.

Consider another example of a benzene molecule in Fig. 3.19a. Within the nearest
neighbor tight binding model using the pz-orbital basis set. One may take the onsite
energy εo = 0 and hopping parameter t = 3 eV. The Hamiltonian matrix [H ] is then
given as follows,

[H ] =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 −t 0 0 0 −t
−t 0 −t 0 0 0
0 −t 0 −t 0 0
0 0 −t 0 −t 0
0 0 0 −t 0 −t
−t 0 0 0 −t 0

⎤
⎥⎥⎥⎥⎥⎥⎦

Note that the matrix elements H (1, 6) and H (6, 1) are nonzero in this case, com-
pared to the example in Fig. 3.18, since atoms 1 and 6 are bonded with each other
in the benzene molecule. The energy levels, calculated by diagonalizing this Hamil-
tonian matrix, are shown in Fig. 3.19a. One finds two degenerate energy levels, and
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two non degenerate energy levels. Since one electron per spin resides in the pz orbital
of an individual carbon atom, within the orbitals under consideration, one has six
electrons, which fill the molecular energy levels in a way that three levels are occu-
pied and three are unoccupied. The occupied orbital with the highest energy level
(at −3 eV in this example) is called HOMO (highest occupied molecular orbital)
and the unoccupied orbital with the lowest energy (at +3 eV in this example) is
called LUMO (lowest unoccupied molecular orbital). In Fig. 3.19b, the molecular
wavefunctions are shown as a color plot which consists of a weighted sum of the
pz-orbitals according to (3.6), where cn has been calculated by using the process of
diagonalization as discussed earlier.

The tight binding parameters (onsite energy and hopping parameter) may be
extracted by fitting to experimental data or more accurate calculations, instead of
formal calculations. In this context, if no procedure is outlined for calculating the
tight binding parameters, such a theory is called empirical tight binding theory. If
some intuitive guidelines or recipes are provided, the theory is called semi empirical
tight binding theory.

The choice of orbital basis set usually depends on the symmetry of the problem at
hand. For example, in a particular situation, the energy spectra in the range of interest
may belong to only pz-orbitals, which in fact is the case in graphene, nanoribbons,
carbon nanotubes, organic molecules, etc. In this case, it makes sense to use pz-
orbitals as the basis set. In other cases, the situation may be very complex, like Si,
where one has to take s, p and even d orbitals in the basis set. Apart from this, the
explicit form of the radial function of the wavefunctions may make the calculation
computationally intractable, where one could approximate the radial function with
an exponential function or Gaussian functions.

To summarize the basis set discussion, we outline the applicability of the widely
used basis set as follows,

(1) pz-orbital basis set. The most widely used basis set due to its suitability for
organic molecules (like benzene, Bucky ball, etc.), carbon nanotubes, nanoribbons,
graphene, etc.

(2) sp3 orbitals basis set. Widely used for various semiconductors, like Si, Ge,
GaAs, due to multiple orbital contribution to the valence and the conduction bands.

(3) sp3d orbitals basis set. For some semiconductors, including a d -orbital in the
basis set may be required to get more accurate results.

(4) Slater type orbital (STO) basis set. The radial function in the basis set has
exponential decay. This type of basis set is appropriate for situations where the
radial function in the basis set has predominantly exponential decay, which may be
captured by using the following STO basis set,

φn,l,m(r, θ,φ) = (2ζ)n

√
2ζ

(2n)! r
n−1e−ζrY m

l (θ,φ)

where Ym
l is the angular function as discussed earlier. Sometimes multiple STOs are

used for approximating a single atomic orbital. The advantage of using STOs is the
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computational simplicity, since most integrals involving exponential functions have
analytical solutions.

(5) Gaussian basis set. Instead of STOs, the radial function of the atomic orbitals
is approximated by a Gaussian in the following form,

φn,l,m(r, θ,φ) = Arn−1e−αr2Ym
l (θ,φ)

where α controls the width of the Gaussian function. The advantage here is that
the integrals of such functions also have analytical solutions.

(6) STO-nG. The STO basis set (which is an approximation of the atomic orbital)
maybe further approximated bymultipleGaussian functions.Usually, threeGaussian
functions are used, which is termed as STO-3G basis set.

(7) Slater Determinant. Most of the above mentioned basis sets are for a single
electron, which are applicable to single electron Hamiltonian and the associated
wavefunctions. While most of our discussion is within this single electron picture, it
is instructive to understand some of the concepts related to many electron systems.
For these systems, one of the primary requirements is Pauli’s exclusion principle,
where no two electrons of the same spin may occupy the same state. To incorporate
this exchange effect, one may define Slater determinant for N electron system as
follows that serves as a wavefunction for the N electron system,

φT (r1, r2, · · · , rN ) = 1

N !

∣∣∣∣∣∣∣∣∣∣∣∣

φ1(r1) φ1(r2) · · · · · · · · · φ1(rN )

φ2(r1) φ2(r2) · · · · · · · · · φ2(rN )

· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·

φN (r1) φN (r2) · · · · · · · · · φN (rN )

∣∣∣∣∣∣∣∣∣∣∣∣
This simple matrix captures the essence of Pauli’s exclusion principle. If any of

the twowavefunctionswere to be the same, i.e. two rows being equal, the determinant
becomes zero, which is an indication of the violation of the exclusion principle.

While the discussion of many body theories is beyond the scope of this book,
interested readers are directed to read further about the Hartree Fock Theory (HFT)
and Density Functional Theory (DFT). In DFT, energy is a functional of electron
density. Since electron density is already a function of r, one uses the term functional
and not simply function. A widely used approximation used in DFT is LDA (local
density approximation). Detailed discussion of these methods is beyond the scope
of this book.

It is important to note that once one chooses a basis set for these methods, the
operators become matrices. At which point, all the techniques, learned in this book
are applicable.
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3.5 Band Structure

In this chapter, we have so far discussed Energy Diagrams E(r), where the Hamilto-
nian is in real space and consequently energy values are plotted as a function of real
space (r) or real space lattice points. Our objective in this section is to transfer the real
space HamiltonianH (r) to the reciprocal space HamiltonianH (k), and subsequently
diagonalize the reciprocal space Hamiltonian to calculate the Band Structure E(k).
In contrast to the prior focus, here we discuss periodic structures in 1D, 2D, and 3D
with infinite real space dimensions, which makes dk ≈ 0 and hence the k values and
the energy Eigen values become continuous. Furthermore, the energy Eigen values
E(k) get grouped together in the form of bands that we plot within the first Brillouin
zone.

For a periodic structure, the real space Hamiltonian H (r) and the overlap S(r)
matrices (in real space or orbital space basis sets)maybe transformed to the reciprocal
space k = (kx, ky, kz) as follows,

[H (k)] =
N∑

m=1

[H (r)]mn e
ik·(dm−dn)

[S(k)] =
N∑

m=1

[S(r)]mn e
ik·(dm−dn) (3.13)

where n is the index for the center unit cell and m is the index for the neighboring
unit cells. (dm − dn) is the displacement vector and ik · (dm − dn) is the phase factor
between the center unit cell n and the neighboring unit cellsm. One should include all
the neighboring unit cells in this summation, where [H (r)]mn and [S(r)]mn matrices
are non zero. For each value of k = (kx, ky, kz), one may analytically diagonalize the
[S(k)]−1 [H (k)] matrix to find the energy Eigen values for all bands at a certain value
of k. Alternatively, one may use computational software like Matlab, by using the
following function, [V,D] = eig(inv(S) ∗ H ), where the diagonal matrix elements
of [D(k)] contain the energy values for the certain value of k and the columns in
[V (k)] contain the corresponding Eigen functions cnj (k). One should note that for an
orthogonal basis set, [S(r)] = I , the overlap matrix in the reciprocal space is also an
identity matrix, i.e. [S(k)] = I , for which, one may either analytically diagonalize
to obtain E(k) or use, [V,D] = eig(H ) in Matlab.

The number of bands depends on the size of [H (k)] and [S(k)] matrices. For the
real space basis set, e.g. finite difference and finite element, the size of [H (k)] and
[S(k)] matrices depends on the number of lattice points within a unit cell. However,
for the orbital space basis set, the size of [H (k)] and [S(k)] matrices not only depends
on the number of atoms in a unit cell, but also the number of orbitals per atom. The
total number of bands are thus given as, number of orbitals per atom × number of
atoms per unit cell. For example, if there are two atoms in a unit cell and one uses
pz-orbitals as the basis set, the number of bands are two. However, for the same two
atoms per unit cell, if one uses sp3 basis set (one s-orbital and three p-orbitals), the
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number of bands would be eight. For sp3d5 basis set (one s-orbital, three p-orbitals,
and five d -orbitals), one obtains eighteen bands for two atoms per unit cell.

One Dimensional Materials

Consider the 1D lattice with the lattice constant a shown in Fig. 3.20a. For the finite
difference basis set, the onsite energy is 2to, whereas the hopping parameter is −to.
[H (r)] is calculated next for the center unit cell where m = n, for the right unit cell
where m = n + 1, and for the left unit cell where m = n − 1.

[H (r)] =
⎡
⎣ 2to −to 0

−to 2to −to
0 −to 2to

⎤
⎦ =

⎡
⎣ · · · Hn−1,n · · ·

· · · Hnn · · ·
· · · Hn+1,n · · ·

⎤
⎦

The real space Hamiltonian matrix for the unit cell n is given as (m = n),
[H (r)]nn = 2to. The corresponding displacement and phase factor respectively are
given as, (dn − dn) = 0 and ik · (dn − dn) = 0, where k = kxx̂.

For m = n + 1, [H (r)]n+1,n = −to. The corresponding displacement and phase
factor respectively are given as, (dn+1 − dn) = ax̂ and ik · (dn+1 − dn) = ikxa.

For m = n − 1, [H (r)]n−1,n = −to. The corresponding displacement and phase
factor respectively are given as, (dn−1 − dn) = −ax̂ and ik · (dn−1 − dn) = −ikxa.
Note that [H (r)]n±2,n and onwards are zero, therefore one does not need to include
the contributions of second nearest neighbors and beyond in this calculation. By
using (3.13), the Hamiltonian is given as,

Fig. 3.20 Finite difference
band structure for 1D lattice.
a Unit cells. b E(kx) band
structure

(b)

(a)

× × ×
n n+1n-1

xaˆxaˆ−

( )akx π

2π
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Fig. 3.21 Finite element
band structure for 1D lattice.
a Unit cells. b E(kx) band
structure

(b)

(a) × × ×
n n+1n-1

xaˆxaˆ−

( )akx π

2π

[H (kx)] = 2to − toe
ikxa − toe

−ikxa

and the Eigen values may be summarized as,

E(kx) = 2to [1 − cos(kxa)]

which are plotted in Fig. 3.20b. The dispersion for the 1D lattice, by using finite
difference method, has a bandwidth of 4to, whereas the bandwidth for the analytical
parabolic dispersion is π2to, as shown.

Next consider the finite element basis set with a lattice constant a, for which the
onsite energy is 2to and the hopping parameter is −to. [H (r)] and [S(r)] for the unit
cells shown in Fig. 3.21a are given as,

[H (r)] =
⎡
⎣ 2to −to 0

−to 2to −to
0 −to 2to

⎤
⎦ =

⎡
⎣ · · · Hn−1,n · · ·

· · · Hnn · · ·
· · · Hn+1,n · · ·

⎤
⎦

[S(r)] = 1

6

⎡
⎣ 4 1 0
1 4 1
0 1 4

⎤
⎦ =

⎡
⎣ · · · Sn−1,n · · ·

· · · Snn · · ·
· · · Sn+1,n · · ·

⎤
⎦
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For which the real space Hamiltonian matrix and overlap matrix elements for
(m = n) are given as, [H (r)]nn = 2to and [S(r)]nn = 2/3.

For m = n + 1, [H (r)]n+1,n = −to and [S(r)]n+1,n = 1/6. For m = n − 1,
[H (r)]n−1,n = −to and [S(r)]n−1,n = 1/6. The displacement vectors and phase fac-
tors form = n − 1, n, n + 1 are the same as that for the finite difference as discussed
earlier. By using (3.13),

[H (kx)] = 2to − toe
ikxa − toe

−ikxa

[S(kx)] = 2
3 + 1

6e
ikxa + 1

6e
−ikxa

Thus the Eigen values calculated by [S]−1 [H ] are given as,

E(kx) = 6to
1 − cos(kxa)

2 + cos(kxa)

which are plotted in Fig. 3.21b. The dispersion for the 1D lattice by using finite
element method has a bandwidth of 12to, whereas the bandwidth for the analytical
solutions is π2to. As shown in Figs. 3.20b and 3.21b, the band edge for the E(kx) of
finite difference and finite element basis set is at zero energy. Since onsite energy
depends on the vacuum reference, one may symbolically take it as Ec + 2to, which
shifts the band edge to Ec as shown in Fig. 3.22. This band dispersion in fact looks
very similar to the band structure around the conduction band edge of most semi-
conductors.

Consider another example of a 1D crystal of atoms within the nearest neighbor
orthogonal tight binding model,10 which has one atom per unit cell with the atomic

Fig. 3.22 Band edge shift
for finite difference and finite
element methods to reflect a
band edge at Ec = 1 eV
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10In the absence of a periodic potential, and hence Bragg diffraction at the edge of the Brillouin
zone.
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Fig. 3.23 Band structure for
1D crystal. a Two atoms per
unit cell. b E(kx) band
structure showing two bands
with t1 = 2 eV, t2 = 1 eV
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spacing a. Let us assume the onsite energy to be zero, whereas the hopping parameter
is −t. By using (3.13), it can be shown that,

[H (kx)] = −teikxa − te−ikxa

and the Eigen values are given as,

E(kx) = −2t cos(kxa)

The dispersion for the 1D crystal with one atom per unit cell and one orbital per
atom has a bandwidth of 4t, whereas the band edge is at−2t. Onemay take the onsite
energy as Ec + 2t, which shifts the band edge to Ec.

Now, consider the 1D crystal of atoms shown in Fig. 3.23a, which has two atoms
per unit cell. Let us assume the onsite energy to be zero, whereas the hopping param-
eter between atoms within the unit cell (with smaller distance) is t1 and the one
between atoms with larger distance is t2. The center unit cell n, and the neighboring
unit cells n + 1 and n − 1 are highlighted as well.
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[H (r)] for the three unit cells is given as,

[H (r)] =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 −t1 0 0 0 0
−t1 0 −t2 0 0 0
0 −t2 0 −t1 0 0
0 0 −t1 0 −t2 0
0 0 0 −t2 0 −t1
0 0 0 0 −t1 0

⎤
⎥⎥⎥⎥⎥⎥⎦

=
⎡
⎣ · · · Hn−1,n · · ·

· · · Hnn · · ·
· · · Hn+1,n · · ·

⎤
⎦

For m = n − 1, n, n + 1, the real space Hamiltonian matrices for the unit cell n
are, respectively, given as,

[H (r)]n−1,n =
[

0 0
−t2 0

]

[H (r)]nn =
[

0 −t1
−t1 0

]

[H (r)]n+1,n =
[
0 −t2
0 0

]

The displacement vectors and phase factors for m = n − 1, n, n + 1 are the same
as discussed earlier. The Hamiltonian in the reciprocal sapce may be calculated by
using (3.13) as follows,

[H (kx)] =
[

0 −t1
−t1 0

]
+
[
0 −t2
0 0

]
eikxa +

[
0 0

−t2 0

]
e−ikxa

=
[

0 −t1 − t2eikxa

−t1 − t2e−ikxa 0

]

The Eigen values are given as,

E(kx) = ± ∣∣−t1 − t2e
ikxa
∣∣ = ±

√
t21 + t22 + 2t2 cos(kxa)

which gives two bands as shown in Fig. 3.23b. The dispersion for each band has a
bandwidth of,

√
t21 + t22 + 2t2 −

√
t21 + t22 − 2t2

whereas the valence band edge is at −
√
t21 + t22 − 2t2, and the conduction band edge

is at
√
t21 + t22 − 2t2, and the bandgap is given as, 2

√
t21 + t22 − 2t2.
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Let us now discuss the general case of 1D nanoribbons and nanotubes as shown
in Fig. 3.24. Since, nanoribbons are the easiest to handle due to their flatness, we
discuss their calculation in detail, which may easily be extended to other nanotubes
and nanowires.

An armchair nanoribbon with an atomic width of N = 9 is shown in Fig. 3.25,
which has eighteen atoms per unit cell. Let us assume the onsite energy to be zero,
whereas the nearest neighbor hopping parameter is −t. We highlight the center unit
cell n, and the neighboring unit cells n + 1 and n − 1 as well. The real space Hamil-
tonian matrix for m = n is then given as,

Nanoribbon Nanotube

Fig. 3.24 Example of a nanoribbon and a nanotube

Fig. 3.25 Unit cell in an
N = 9 armchair graphene
nanoribbon. The atoms are
labeled for the unit cell n,
whereas the atoms for the
unit cell n + 1 are only
labeled for which there is a
coupling in [H (r)]n+1,n
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[H (r)]nn =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −t 0 0 0 0 0 0 0 −t 0 0 0 0 0 0 0 0
−t 0 −t 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −t 0 −t 0 0 0 0 0 0 0 −t 0 0 0 0 0 0
0 0 −t 0 −t 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −t 0 −t 0 0 0 0 0 0 0 −t 0 0 0 0
0 0 0 0 −t 0 −t 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −t 0 −t 0 0 0 0 0 0 0 −t 0 0
0 0 0 0 0 0 −t 0 −t 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −t 0 0 0 0 0 0 0 0 0 −t
−t 0 0 0 0 0 0 0 0 0 −t 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 −t 0 −t 0 0 0 0 0 0
0 0 −t 0 0 0 0 0 0 0 −t 0 −t 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 −t 0 −t 0 0 0 0
0 0 0 0 −t 0 0 0 0 0 0 0 −t 0 −t 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −t 0 −t 0 0
0 0 0 0 0 0 −t 0 0 0 0 0 0 0 −t 0 −t 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −t 0 −t
0 0 0 0 0 0 0 0 −t 0 0 0 0 0 0 0 −t 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

For m = n + 1,

[H (r)]n+1,n =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −t 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −t 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 −t 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −t 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Form = n − 1, [H ]n−1,n = [H ]†n+1,n , where † represents the conjugate transpose.
Since the tight binding hopping parameter t is real in this case, hence t∗ = t. By using
(3.13), the Hamiltonian in the reciprocal space [H (k)] is given as,
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[H
(k

) ]
=

⎡ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣
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Fig. 3.26 Band structure of graphene nanoribbons with atomic widths N = 8, 9, 10

The Eigen values for this nanoribbon may be calculated by using a computational
software like Matlab. For an armchair nanoribbon of atomic width N , one gets 2N
bands, since there are 2N atoms in the unit cell and the basis set consists of one
pz-orbital per atom. The band structures for N = 8, N = 9 and N = 10 armchair
graphene nanoribbons are shown in Fig. 3.26. One obtains semimetallic band struc-
ture for N = 8 and semiconducting band structure for the rest. High lying bands (i.e.
bands above the conduction band) and low lying bands (i.e. bands below the valence
band) are called sub bands, which are shown as well.

Two Dimensional Materials

For the two dimensional structure, the key difference from the one dimensional
materials is that the wavevector k = (kx, ky) is now two dimensional as well as all
the unit vectors, which make the displacement vector (dm − dn) two dimensional.
The phase factor ik · (dm − dn) between two unit cells is the dot product of the vectors
in two dimensions now.

Let us consider the graphene crystal shown in Fig. 3.27a, which has already been
discussed in Chap. 2. Choosing two atoms (labeled A and B) as the unit cell, the real
space lattice is shown in Fig. 3.27b, for which the unit vectors are given in (2.2). The
corresponding reciprocal space lattice is shown in Fig. 3.27c. With this choice of the
unit cell and the choice of the pz-orbital basis set, the Hamiltonian for the atomic
labeling shown in Fig. 3.27d is given as,
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[H (r)] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −t 0 0 0 0 0 0 0 0
−t 0 0 0 −t 0 0 0 0 0
0 0 0 −t 0 0 0 0 0 0
0 0 −t 0 −t 0 0 0 0 0
0 −t 0 −t 0 −t 0 0 0 0
0 0 0 0 −t 0 −t 0 −t 0
0 0 0 0 0 −t 0 −t 0 0
0 0 0 0 0 0 −t 0 0 0
0 0 0 0 0 −t 0 0 0 −t
0 0 0 0 0 0 0 0 −t 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎣

· · · Hn−2,n · · ·
· · · Hn−1,n · · ·
· · · Hnn · · ·
· · · Hn+1,n · · ·
· · · Hn+2,n · · ·

⎤
⎥⎥⎥⎥⎦

For m = n, the real space Hamiltonian matrix for the unit cell n is given as,

[H (r)]nn =
[
0 −t
−t 0

]

The corresponding displacement and phase factor respectively are given as,
(dn − dn) = 0 and ik · (dn − dn) = 0, where k = kxx̂ + kyŷ.

For m = n + 1,

[H (r)]n+1,n =
[
0 −t
0 0

]
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The correspondingdisplacement andphase factor respectively are given as, dn+1 −
dn = â1 = 3acc

2 x̂ +
√
3acc
2 ŷ and ik · (dn+1 − dn

) = ik · â1 = 3acc
2 kx +

√
3acc
2 ky.

For m = n + 2,

[H (r)]n+2,n =
[
0 −t
0 0

]

Thecorrespondingdisplacement andphase factor respectively are given as, dn+2 −
dn = â2 = 3acc

2 x̂ −
√
3acc
2 ŷ and ik · (dn+2 − dn

) = ik · â2 = 3acc
2 kx −

√
3acc
2 ky.

For m = n − 1,

[H (r)]n−1,n =
[
0 0
−t 0

]

The corresponding displacement and phase factor respectively are given as,

dn−1 − dn = −â1 = −
(
3acc
2 x̂ +

√
3acc
2 ŷ

)
and ik · (dn−1 − dn) = −ik · â1 =

−
(
3acc
2 kx +

√
3acc
2 ky

)
.

For m = n − 2,

[H (r)]n−2,n =
[
0 0
−t 0

]

The corresponding displacement and phase factor respectively are given as,

dn−2 − dn = −â2 = −
(
3acc
2 x̂ −

√
3acc
2 ŷ

)
and ik · (dn−2 − dn) = −ik · â2 =

−
(
3acc
2 kx −

√
3acc
2 ky

)
. By using (3.13), the Hamiltonian is given as,

[H (k)] =
[
0 −t
−t 0

]
+
[
0 −t
0 0

]
eik·a1+

[
0 −t
0 0

]
eik·a2 +

[
0 0
−t 0

]
e−ik·a1 +

[
0 0
−t 0

]
e−ik·a2

=
[

0 −t − teik·a1 − teik·a2
−t − te−ik·a1 − te−ik·a2 0

]

Thus, the band structure for the two dimensional graphene is given as,

E(kx, ky) = ±
∣∣∣−t − teik·a1 − teik·a2

∣∣∣

= ±t

√√√√
[
1 + 2 cos

(
3acc
2

kx

)
cos

(√
3acc
2

ky

)]2
+
[
2 sin

(
3acc
2

kx

)
cos

(√
3acc
2

ky

)]2

= ±t

√√√√1 + 4 cos

(
3acc
2

kx

)
cos

(√
3acc
2

ky

)
+ 4 cos2

(√
3acc
2

ky

)

which gives two bands as shown in Fig. 3.28. The dispersion for each band has a
bandwidth of 3t. It may also be shown that there are six combinations of (kx, ky), for
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Fig. 3.28 Graphene band
structure
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- 

which the conduction band and the valence band meet each other, which results in
zero bandgap. These points are given as follows and also highlighted in Fig. 3.27c,

(
3acc
2 kx,

√
3acc
2 ky

)
= (0, 2π

3

)
,
(
0, −2π

3

)
,
(
π, π

3

)
,
(
π, −π

3

)
,
(−π, π

3

)
,
(−π, −π

3

)

It may appear that there are six points at which the bandgap is zero in the Brillouin
zone. However only one third of each point is within the first Brillouin zone. Hence
there are really two points at which the conduction band and the valence band meet
to give zero bandgap. These two points are called the Dirac points and are related by
the time reversal symmetry.

Apart from this, the band structure around these Dirac points is linear, which may
be approximated by,

E (k) = �v |k| (3.14)

where v is the velocity of charge carriers in graphene, which is about 106 m/s≈
1/300th the speed of light in free space. This linear dispersion is quite different from
the parabolic dispersion which we have discussed so far, and it gives rise to novel
photonic, magnetic, electronic and transport characteristics.

Graphene to Ribbons, Tubes and Dots

Let us do a thought experiment by taking the two dimensional graphene and cutting
it along x-axis (dash-dotted line) into a 1D armchair graphene nanoribbon as shown
in Fig. 3.29, which may be either rolled to form nanotubes or further cut along the
y-axis to form nanodots. Similarly, one obtains 1D zigzag graphene nanoribbon by
cutting the two dimensional graphene along y-axis (dashed line).
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x

y 

Fig. 3.29 Quantization of graphene band structure. The cut along x-axis (dash-dotted line) and
y-axis (dashed line) give armchair and zigzag graphene nanoribbons, respectively. The nanoribbon
edges are hydrogen passivated for clarity

Since the physical structure is constrained in y-direction for the armchair rib-
bon, the wavevector in this direction becomes quantized according to the following
quantization condition,

kny = nπ

W

where n is the sub band index, andW is the width of the armchair nanoribbon, given
as,

W = (N + 1)

√
3acc
2

whereN is at the atomicwidth of the nanoribbon.With the quantization of kny , the two
dimensional band structure of graphene becomes a one dimensional band structure,
which is schematically shown in Fig. 3.30a, b for the valence band and the conduction
band, respectively.

The resulting 1D bandstructure is obtained by substituting kny in (3.14), and is
given as,
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(a) (b)

Fig. 3.30 Quantization of 2D band structure. The crossing of quantized wavevector kny with one
of the Dirac point gives zero bandgap shown by a solid line, otherwise a bandgap is observed for a
valence band, and b conduction band

E(kx, k
n
y ) == ±t

√
1 + 4 cos

(
3acc
2

kx

)
cos

(
nπ

N + 1

)
+ 4 cos2

(
nπ

N + 1

)

ConsiderN = 8, which gives a semimetallic band structure as shown in Fig. 3.26,
and is given as,

E(kx, k
6
y ) = ±t

√
1 + 4 cos

(
3acc
2

kx

)
cos

(
2π

3

)
+ 4 cos2

(
2π

3

)

= ±√
2t

√
1 − cos

(
3acc
2

kx

)

Clearly at kx = 0, the valence and conduction band edges are at zero and hence
the bandgap is zero. The band structure obtained by using the above relationship
is shown in Fig. 3.31, which matches the conduction and valence band structure in
Fig. 3.26 for N = 8.

Apart from this, if one expands the cosine function by using Taylor series expan-
sion around kx = 0 and ignore the higher order terms, one obtains,

E(kx, k
n
y ) = ±t

3acc
2

kx

which shows a linear dispersion. Comparing with �vgxkx, one obtains group velocity
as,
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Fig. 3.31 Mapping 2D
graphene bands on 1D
armchair graphene
nanoribbon. N = 8 armchair
graphene nanoribbon’s
conduction and valence
bands look the same as that
of Fig. 3.26
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Similarly, it may be shown that for N = 9, 10, the armchair nanoribbon’s quan-
tized ky wavevectors do not cross one of the two Dirac points and hence a bandgap is
observed. Statistically, one third armchair graphene nanoribbons are semimetallic.

Three Dimensional Materials

In this section, we discuss three dimensional materials. Since the wavevectors have
three components now i.e. k = (kx, ky, kz), and the plotting becomes little cumber-
some. The band structure is therefore plotted along certain symmetry directions only
in the Brillouin zone (e.g. � − X , � − K , etc.). The general procedure for calculat-
ing the band structure however remains the same as discussed above. The 3D band
structure may also be projected onto 2D or even 1D band structure.

We show twoexamples of the 3Dband structure in this section, namelymagnesium
oxide and spin polarized iron. The band structure for magnesium oxide (with cubic
lattice) is shown in Fig. 3.32 along various symmetry directions. By using LDA-DFT
(in SIESTA program), one obtains a bandgap of 5.2 eV. A semi-empirical theory like
EHT (extended Hückel theory) can be benchmarked with LDA-DFT. However, the
experimental bandgap of magnesium oxide is 7.8 eV. In order to obtain this value,
the transferable parameters of EHT can be optimized to match the experimental
bandgap as shown by the dotted line. For semiconductors and insulators, getting
the right bandgap is indeed important. Getting the correct experimental bandgap in
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Fig. 3.32 MgO band structure along various symmetry directions [2]
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Fig. 3.33 Fe band structure along � − H symmetry direction for the two spin orientations [3]

various theoretical methods like EHT, DFT (and its various approximations), tight
binding theories, is an active area of research.

The band structure of ferromagnetic iron (withBCC lattice) is shown in Fig. 3.33a,
b for the two spin orientations in � − H symmetry direction, which is [100]. One
should note that the two band structures look alike except for a constant energy shift,
which is called exchange split. This leads to different concentration of the two spin
orientations in ferromagnetic materials, leading to magnetism. Furthermore, the four
bands exhibit orbital symmetries and are labelled as�1,�5,�2, and�2′ . We discuss
these orbital symmetry effects in Chap. 6.
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Problems

3.1 Using analytical solution, plot wavefunction probabilities, |φ(x)|2 for particle
in a box with n = 1. You may use any computational software. L = 1nm.

3.2 Using analytical solution, plot wavefunction probabilities, |φ(x)|2 for particle
in a box with n = 2. You may use any computational software. L = 1nm.

3.3 Using analytical solution, plot wavefunction probabilities, |φ(x)|2 for particle
in a box with n = 3. You may use any computational software. L = 1nm.

3.4 Take a = 1 Å with N = 201, where N = 51 corresponds to x = 0 and N =
151 to x = L. With boundary conditions of Uo = 100 eV at the edges of box
for which N ≤ 51 and N ≥ 151 have 100 eV potential, plot |φ(x)|2 for n = 1
using finite difference. Takemass equal to 3.8079 times that of the free electron
mass. Comment on the tunneling into the barrier. Remember to convert the
units from J to eV.

3.5 Take a = 1 Å with N = 201, where N = 51 corresponds to x = 0 and N =
151 to x = L. With boundary conditions of Uo = 0.01 eV at the edges of box
for which N ≤ 51 and N ≥ 151 have 0.01 eV potential, plot |φ(x)|2 for n =
1 using finite difference. Take mass equal to 3.8079 times the free electron
mass. Comment on the tunneling into the barrier.

3.6 For finite difference method, calculate group velocity and comment if it
depends on the lattice constant a. If it does, explain why?

3.7 For finite elementmethod. (a)Write down the equations for the basis set (φi,φj)
shown in Fig. 3.12 as piecewise linear functions. (b) Calculate Sii. (c) Calculate
Sij = Sij. (d) Calculate Hii. (e) Calculate Hij = Hij.

3.8 For a 1D linear crystal with atomic distance a, calculate E(k) for (a) primitive
unit cell, (b) unit cell containing two atoms, (c) unit cell containing three atoms,
and (d) unit cell containing four atoms.

3.9 Using principle of Brillouin zone folding and mini band(s), connect the band
structure obtained in problem 3.8a to the band structures obtained in problems
3.8b, c, d.

3.10 For an armchair graphene nanoribbon with atomic width of N = 2, calculate
and plot E(k). t = −3 eV.

3.11 For an armchair graphene nanoribbon with atomic width of N = 3, calculate
and plot E(k). t = −3 eV.

3.12 For an armchair graphene nanoribbon with atomic width of N = 4, calculate
and plot E(k). t = −3 eV.

3.13 For a zigzag graphene nanoribbon with atomic width of N = 2, calculate and
plot E(k). t = −3 eV.

3.14 For a zigzag graphene nanoribbon with atomic width of N = 4, calculate and
plot E(k). t = −3 eV.

3.15 For a zigzag graphene nanoribbon with atomic width of N = 6, calculate and
plot E(k). t = −3 eV.



76 3 Electronic Structure

3.16 Using the analytical E(k) dispersion of graphene, draw a two dimensional
E(k) plot for graphene. Comments on how many points have zero bandgap in
the Brillouin zone. t = −3 eV.

3.17 By projecting graphene’s bandstructure on 1D for armchair graphene nanorib-
bons, analytically prove that one third nanoribbons are semimetallic.

Research Assignment

R3.1 One obtains a bilayer graphene by stacking two graphene monolayers. Write
a one page summary of how many different ways a bilayer graphene may be
stacked. Comment on their band structures. Also, look into stacking misalign-
ment.
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Part II
Device Characteristics and Analysis



Chapter 4
Quantum Transport

Quantum transport is broadly divided into two regimes, namely Coherent and
Incoherent. Coherent transport is the norm in the absence of any scattering process,
where the phase of the wavefunction is preserved. Additionally, coherent transport
is always an elastic process1 due to the absence of any scattering events in the chan-
nel region. However, if the electron interacts with some other degree of freedom
within the channel, the phase of the wavefunction may be relaxed, a process called
Dephasing or Incoherent Scattering.

Dephasing may occur in an elastic or an inelastic2 scattering event, resulting in
Incoherent transport with elastic or inelastic dephasing, respectively. In other words,
if no energy is exchanged but the phase is lost, this process leads to elastic dephasing.
On the other hand, if energy is exchanged during the scattering process within the
channel region alongwith phase relaxation, the scattering process is called Inelastic
Dephasing. If the energy exchange is small, one may still approximate the scattering
process as Elastic Dephasing. Apart from this, if the momentum of the particle is
exchanged with the environment without the phase relaxation, the process is called
Momentum Relaxation.

In this chapter, we start the discussion with coherent transport for the device
structure shown in Fig. 4.1. Perhaps the most important aspect of this chapter com-
pared to the last three is that we study nonequilibrium quantum transport by solving
Schrödinger equation with open boundary conditions in the form of contacts. Such
contacts may inject electrons into the channel region and take them out, leading to
current flow under far from equilibrium conditions. However, in some conditions,
the transport may be approximated to be close to equilibrium condition for low bias,
where one may calculate zero bias conductance or low bias conductance. In close to
equilibrium conditions, one may very conveniently use the wavefunction approach.

1An elastic process does not involve any energy exchange.
2An inelastic process involves energy exchange within the law of the conservation of energy.
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Fig. 4.1 Device schematics.
Source and drain are labeled
as contact 1 and contact 2,
respectively for convenience.
Id = I1 = I2

Channel Source
Contact 1

Drain
Contact 2

dI

GND

2I1I

dV

However, this approach becomes difficult to keep track of in far from equilibrium
situations, in particular the ones involving scattering. In this case, the use of Green’s
function is favored, in particular the method called NEGF (nonequilibrium Green’s
function) formalism [1, 2].

4.1 Wavefunction Approach

Starting from the 1D Schrödinger equation, the probability current3 is given as,

Id = −q
i�

2m

(
�
d�∗

dx
− �∗ d�

dx

)
(4.1)

which is really a definition of charge flow per unit time. If one assumes matched
contacts with no reflections at the channel-contact boundary, an electron coherently
entering the channel from source (contact 1) simply travels to the drain (contact 2)
without any reflections, in which case, one may approximate the wavefunction to
be a traveling wave. For a channel of length Lx, the normalized wavefunction for a
particle in a box traveling in the positive direction is given as, �(x) = √

1/Lxeikxx.
Substituting in (4.1), the probability current for a certain value of kx is then given as,

Ĩd (kx) = − q

Lx

�kx

m

For a parabolic band in 1D, with E = �
2k2

x /2m, one obtains the group velocity4 of
vgx = �kx/m, which is shown in Fig. 4.2. The probability current in terms of group
velocity for a certain value of kx thus becomes,

3Negative sign is due to the conventional current. Electron current flows in opposite direction to
that of the conventional current.
4The group velocity is defined as, vgx = dω/dkx = dE/�dkx .
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Fig. 4.2 Group velocity for a 1D parabolic band

Ĩd (kx) = − q

Lx
vgx = − q

Lx/vgx
(4.2)

For an electron traveling in the positive direction (with positive sign of the group
velocity), the conventional current has a negative sign and vice versa. Furthermore,
Lx/vgx gives the channel transit time with [s] dimension and therefore (4.2) is really
the basic definition of current flow of charge per unit time.

The total current over all occupied states kx is given as,

Id =
∑

occupied kx

Ĩd (kx) = − q

Lx

∑
occupied kx

vgx

Using the above equation, the current associated with an empty band is zero, since
no states are occupied and hence no velocity contribution. What is not so straight
forward is that even for a completely filled parabolic band as shown in Fig. 4.3a, the
net current is zero because there are equal number of electron states with positive
group velocity and electron states with negative group velocity. Whereas, for the

Fig. 4.3 Equilibrium and
nonequilibrium conditions.
a Filled band under
equilibrium condition.
b Partially filled band. Net
electron flow is in positive
x-direction. c Partially filled
band. Net electron flow is in
negative x-direction
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band shown in Fig. 4.3b, there is a net current since there are more electron states
with positive group velocity. Similarly, for the band shown in Fig. 4.3c, there is a
net current since there are more electron states with negative group velocity. The
conventional current therefore has a negative and a positive value for Fig. 4.3b and
Fig. 4.3c, respectively. It is also important to note that the unoccupied states are
called the hole states, which basically represent voids or absence of electrons.

The probability current may be generalized as follows,

Id = − q

Lx

∫
dkx

2π/Lx
vgx = − q

2π

∫
dkx

1

�

dE

dkx
= −q

h

∫
dE

Putting the integration limits over the accessible energy range,

Id = −q

h

∫ E2

E1

dE = q

h
(E1 − E2) = q

h
�E (4.3)

where �E is the conduction energy window.
The energy difference, �E = E2 − E1, is also called the energy conduction win-

dow. Without any external bias, i.e. under equilibrium condition, one may define
the equilibrium chemical potential energy (μo) for the whole device (including the
channel and the contact regions), which has an important role in filling the energy
states. At absolute zero, all states below the chemical potential energy μo are filled,
whereas all states above μo are empty as shown in Fig. 4.4 for a half filled band. Here
again, the net current is zero due to the equal number of states with positive group
velocity and states with negative group velocity, which is consistent with the earlier
assertion of equilibrium situation.

Fig. 4.4 A half filled band
under equilibrium condition
at absolute zero with equal
number of states with
positive group velocity and
negative group velocity
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Fig. 4.5 A partially filled
band at absolute zero with
unequal number of states
with positive group velocity
and negative group velocity
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However, under the situation where the source (contact 1) is grounded and drain
(contact 2) has an applied bias Vd , the chemical potential energies of the two con-
tacts are given as, μ1 = μo and μ2 = μo − qVd . Thus, a positive voltage lowers the
chemical potential energy due to decreasing potential energy by qVd and vice versa.

This condition is shown in Fig. 4.5, where the states with positive group velocity
are kept filled by the source (contact 1) at μ1 = μo setting the upper limit of E1,
whereas the states with negative group velocity are emptied according to drain (con-
tact 2) chemical potential energy μ2 = μo − qVd due to a positive voltage Vd . The
current thus becomes,

Id = q

h

∫ μ1

μ2

dE = q

h
(μ1 − μ2) (4.4)

At absolute zero, substituting the values of μ1 and μ2, one obtains,

Id = q2

h
Vd

Taking into account the spin degeneracy of 2, the current is given as,
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Id = 2q2

h
Vd

which is shown in Fig. 4.6. Furthermore, one may obtain the conductance per spin
as follows,

G = q2

h

Including the spin degeneracy of 2, the conductance is given as,

G = 2q2

h

which gives the conductance value of about 77 µS per state, or the resistance value
of 12.9 k� per state. Since this quantity depends only on the universal constants of
electronic charge (q = 1.6 × 10−19 C) andPlanck’s constant (h = 6.626 × 10−34 Js),
2q2/h is also called the quantum of conductance and gives the maximum value of
current that onemay have through a single state or a single band in 1D under coherent
transport. However, a device may have imperfect contacts or scattering, which may
lead to a lower value of conductance. On the other hand, a device may have multiple
bands which would lead to a higher conductance. To incorporate these effects at low
bias or zero bias, the quantum of conductance is usually multiplied by transmission
T (μo) around the equilibrium chemical potential energy (μo), giving rise to the low
bias or zero bias conductance (Go) as follows,

Go = 2q2

h
T (μo)

Transmission may be thought of as the probability to transmit across the chan-
nel and has a range of [0,1] per band or state. Consider an incident wavefunction

Fig. 4.6 IV characteristics
for a single band including
spin degeneracy showing the
quantum of conductance
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Fig. 4.7 Transmission and
reflection picture of quantum
transport

2
Iψ

2
Rψ

2
Tψ

Contact Channel
x

on a contact/channel interface as shown in Fig. 4.7. Part of this wavefunction is
transmitted through this interface and the rest is reflected back. In this case, the
dimensionless transmission is defined in terms of the probability densities of inci-
dent and transmitted wavefunctions as,

T = |�T |2
|�I |2

whereas, the dimensionless reflection is given as,

R = |�R|2
|�I |2

It is straight forward to show that T + R = 1. Furthermore, in terms of the trav-
eling wave solutions, one may write (wavevector kI for the incident state from the
contact, wavevector kR for the reflected wave in the contact, and wavevector kT for
the transmitted state in the channel),5

�I = AeikI x

�R = Be−ikRx

�T = CeikT x

which gives,

T = |C|2
|A|2

R = |B|2
|A|2

5Note that kI ≡ kR being in the same material.
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One has to satisfy the continuity of wavefunction and its first derivative across
the interface, which leads to the following conditions,

�I (x = 0) + �R(x = 0) = �T (x = 0)

A + B = C

and for x = 0,
d�I

dx
+ d�R

dx
= d�T

dx

A − B = kT

kI
C

since kI ≡ kR.
In general, there may be some difference in the media of the contact and the

channel to have different wavevectors. For a special case when kI = kT , one may
show that B = 0, i.e. there is no reflection. This leads to reflectionless contacts with
an ideal transmission probability of unity at the interface, a very much desirable trait.
However, one seldom finds such contacts and interfaces in real devices, and that is
where one has to fully employ the techniques of quantum transport.

4.2 Landauer’s Approach

At absolute zero, the current per spin (4.4) is given as,

Id = q

h

∫ μ1

μ2

dE

This equation has an explicit assumption that transmission is unity for the energy
range between the two chemical potential energies (μ1,2) as discussed earlier.

In Landauer’s approach towards the quantum transport, the energy dependent
transmission T (E) through the channel, shown in Fig. 4.8, may have an arbitrary
value between zero and one per 1D band due to reflections at the contact-channel
interface or other processes, which leads to,

Id = q

h

∫ μ1

μ2

dE T (E)

Fig. 4.8 Landauer’s picture
of quantum transport

Channel Contact 1 Contact 2
1μ 2μ
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Defining [consult next section and Fig. 4.10b],

f1(E) − f2(E) =
{
1 μ2 ≤ E ≤ μ1

0 μ2 > E > μ1

where f1,2 are the Fermi’s functions for contact 1 and contact 2 with the chemical
potential energies of μ1 and μ2, respectively. The chemical potential energies are
given as μ1 = μo and μ2 = μo − qVd if contact 1 is connected to the ground, and
voltage Vd is applied at contact 2. By using the above relation, instead of the integra-
tion limits as the chemical potential energies, one may generalize the above transport
equation as follows,

Id = q

h

∫ +∞

−∞
dE T (E)

[
f1(E) − f2(E)

]

Including the spin degeneracy of 2, one obtains,

Id = 2q

h

∫ +∞

−∞
dE T (E)

[
f1(E) − f2(E)

]
(4.5)

4.3 Fermi’s Function

Fermi’s function f (E) is based on equilibrium statistical mechanics of spin-1/2
fermions, and it gives the probability of occupancy of a state by electrons. For equi-
librium condition, given a certain temperature T (in K) and the equilibrium chemical
potential energy (μo), the Fermi’s function is given as follows,

fo(E) = f (E,μo) = 1

1 + e(E−μo)/kBT

where the Boltzmann constant is given as kB = 1.38065 × 10−23 JK−1 = 8.629 ×
10−5eVK−1. At T = 300 K, kBT = 25.8 meV ≈ 25 meV and 1/kBT ≈ 40 eV−1.
One should note that 1 eV = 1.6 × 10−19 J.

The Fermi’s function is a Heaviside function at absolute zero, whereas at a finite
temperature, it gets broadened as shown in Fig. 4.9a. This broadening is on the order
of 6 kBT on a linear scale. The Fermi’s function at room temperature is shown on
a logarithmic scale in Fig. 4.9b. Due to the exponential dependence, the Fermi’s
function never really goes to zero for a well defined energy (except ∞) at a finite
temperature. Furthermore, irrespective of the temperature, it may be shown that,

f (E = μo) = fo(E) = 1

2
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Fig. 4.9 Fermi’s function
for μo = 0 on a linear scale,
and b logarithmic scale
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Assuming the two contacts to be in equilibrium, the Fermi’s functions for the two
contacts are given as,

f1,2 = 1

1 + e(E−μ1,2)/kBT
(4.6)

We next include broadening due to finite temperature and plot the Fermi’s func-
tions for contact 1 and contact 2 with an equilibrium value of μo = 0 and an applied
bias of Vd = 0.2 V in Fig. 4.10a. Clearly the Fermi’s function of the second contact
is shifted downwards by 0.2 eV due to positive voltage.

Fig. 4.10 Fermi’s function.
a At finite temperature for
the two contacts with an
applied bias of Vd = 0.2 V.
Fermi’s function difference[
f1(E) − f2(E)

]
on b linear

scale, and c logarithmic
scale. μo = 0, which makes
μ1 = μo = 0 and
μ2 = μo − qVd = −0.2 eV
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The difference of Fermi’s functions
[
f1(E) − f2(E)

]
is shown in Fig. 4.10b on

a linear scale for T = 300 K. Within few kBT above μ1 and few kBT below μ2,
the Fermi’s function difference seems to diminish within 10kBT , which leads to the
following limits of integration for a positive bias,

Id = 2q

h

∫ μ1+10kBT

μ2−10kBT
dE T (E)

[
f1(E) − f2(E)

]

Similarly for a negative bias, the limits of integration are given as,

Id = 2q

h

∫ μ2+10kBT

μ1−10kBT
dE T (E)

[
f1(E) − f2(E)

]

The above limits work well if within the conduction window (defined by the
limits of the integral), transmission is higher or equal than the range outside the
conduction window. If this is not the case, one has to increase the limits of integration
to capture any peaks in the transmission, since the Fermi’s function difference decays
exponentially as shown in Fig. 4.10c.

Since the Fermi’s function gives the probability of occupancy of a state by an
electron,

[
1 − f (E)

]
gives the probability of absence of an electron for a certain state

or energy level. The absence or void of an electron is conveniently termed as a hole,
and the probability of occupancy of a state by a hole for an equilibrium chemical
potential (μo) is given as,

1 − f (E,μo) = 1 − 1

1 + e(E−μo)/kBT
= 1

1 + e−(E−μo)/kBT

It is worthwhile to emphasize that the Fermi’s function may be used only under
equilibrium situations, since it is derived by using the equilibrium Fermi-Dirac statis-
tics for Fermions. For example, if microscale contacts are used for a nanoscale chan-
nel, the contacts may be assumed to remain under equilibrium, although the channel
may very well be highly out of equilibrium. In such a situation, one may define
chemical potential energies and hence Fermi’s functions for the contacts only and
not for the channel. This is, in fact, one of the founding assumptions in the Landauer’s
approach towards the quantum transport that the contacts remain under equilibrium
to permit the use of equilibrium statistical mechanics in the form of Fermi’s functions
for the two contacts.

4.4 Quantum Mechanical Transmission

In this section, we further discuss the physical meaning of transmission and try to
understand this quantity in terms of more fundamental concepts. Starting with the
definition in terms of incident and transmitted probability densities, transmission is
give as,
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T = |�T |2
|�I |2

For a certain energy E within the energy window (�E), starting from (4.3) and
after including transmission T (E), current is given as,

Id = q

h
T (E)�E

Rewriting above equation as current per unit energy, one obtains,

Id

�E
= q

h
T (E) (4.7)

Within the basic definition of current, Id = vgxq/Lx, current per unit energy for a
certain Eigen energy εn is given as,

Id

�E
= q

Lx
vn

gxδ (E − εn) (4.8)

where δ (E − εn) is theDirac’s delta functionwith units of eV−1. In the limit�E → 0,
it is defined as follows,

δ(E) =
{
1/�E −�E/2 ≤ E ≤ �E/2
0 otherwise

and shown in Fig. 4.11. Since the area under the function is unity, one obtains,

∫ +∞

−∞
dE δ (E − εn) =

∫ εn+�E/2

εn−�E/2
dE δ (E − εn) = 1

Fig. 4.11 Dirac’s delta
function in the limit �E → 0
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In other words, δ(E − εn) gives information about the presence of a state at energy
εn, i.e. it is nonzero only when E = εn. Comparing the right hand sides of (4.7) and
(4.8), one obtains that,

T (εn) = h

Lx
vn

gxδ (E − εn)

while summing over all the Eigen states gives the dimensionless energy resolved
transmission function as follows,

T (E) = h

Lx

∑
n

vn
gxδ (E − εn)

The following quantity is called the density of states (DOS) of an individual state
n and has the units of eV−1,

Dn (E) = δ (E − εn)

The transmission may thus be rewritten as,

T (E) = h

Lx

∑
n

vn
gxDn(E) (4.9)

The density of states gives information about the presence of states at a finite
energy. For the state n, multiplying the density of states at a certain energy E with
the group velocity vn

gx for that particular state and h/Lx gives the transmission at that
energy. One should note that transmission is always a positive quantity, since it is
probability. Given that the density of states is also a positive quantity as it gives the
number of states, the reference in the above equation is taken such that the velocity
always has a positive sign.

Information about the states at a certain physical location may be written in the
form of local density of states as follows,

LDOS (r, E) =
∑

n

�∗
n (r)δ (E − εn)�n(r) =

∑
n

δ (E − εn) |�n(r)|2 (4.10)

which has units of eV−1m−1, eV−1m−2, and eV−1m−3 in 1D, 2D, and 3D, respec-
tively.

4.5 Density of States

Irrespective of the dimensionality, the density of states is defined as,

D (E) =
∑

n

δ (E − εn) (4.11)
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Although it gives information about the energy resolved states, it does not give
any information whether these states are filled or not. This information has to come
from the Fermi’s function. The total number of electrons under equilibrium condition
is given as follows,

N =
∫ +∞

−∞
dE D(E)f (E)

Similarly, the total number of holes under equilibrium condition is given as,

P =
∫ +∞

−∞
dE D(E)

[
1 − f (E)

]

This computation is schematically shown in Fig. 4.12 for a certain density of states
of a semiconductor, where the conduction and the valence bands are highlighted.
Here it is assumed that the density of states for the two bands are symmetric (i.e.
electron-hole symmetry is preserved). Since, the total number of electrons and holes
are the same at equilibrium, the chemical potential energy (μo) is in the middle of the
bandgap for an intrinsic semiconductor. However, electron-hole symmetry is broken
in materials like silicon, i.e. the density of states for the conduction and valence
bands are not the same due to nonidentical electronic structure of the two bands.
Under these conditions, the intrinsic chemical potential energy is not at the midgap,
rather slightly offset in order to achieve the equal number of electrons and holes—a
necessary condition for intrinsic semiconductors at equilibrium.

For silicon (group IV element), the interstitial dopant atoms from group III (e.g.
boron) lead to missing electrons or surplus holes and hence called p-type doping,
whereas the interstitial dopant atoms from group V (e.g. phosphorus) lead to surplus
electrons and hence called n-type doping. After contributing holes to the crystal,
p-type dopant atoms become negatively charged acceptors. The n-type dopant atoms
become positively charged donor atoms after contributing electrons to the crystal.
Another example is that of GaAs, where Ga belongs to group III and As to group
V. In this case, if Si atoms replace Ga atoms as interstitial dopants, the crystal has

Fig. 4.12 Computing
number of electrons and
holes using DOS and the
Fermi’s function
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surplus electrons that lead to n-type doping, whereas Si atoms replacing As atoms as
interstitial dopants, the crystal has surplus holes leading to p-type doping. Dopants
may be introduced either by surface diffusion process or ion implantation, discussion
of both of these techniques is skipped in this chapter. However, in both processes,
the foreign atoms in the crystal may lead to crystal distortion. For high end appli-
cations, yet another way to dope is neutron transmutation doping of semiconductors
by using nuclear reactors. The process of nuclear transmutation changes Si atom
to P, for example, which yields low-defect substrates resulting in superior device
performance.

Furthermore, for n-type doping, the chemical potential energy is close to the
conduction band, as therewould be lotmore electrons that holes. Similarly, for p-type
doping, the chemical potential energy is close to the valence band, as there are more
holes than electrons. Emphasizing this fact, for n-type and p-type semiconductors,
the chemical potential energy is close to the conduction band and valence band,
respectively.

Zero Dimensional Materials

For the 0D materials, the density of states per spin is simply given as,

D0D (E) =
∑

n

δ (E − εn)

Including the spin degeneracy, the density of states is given as,

D0D (E) = 2
∑

n

δ (E − εn)

which gives rise to a set of delta functions corresponding to the Eigen values εn. DOS
for benzene is shown in Fig. 4.13, where the height of the delta function corresponds

Fig. 4.13 Density of states
for 0D benzene
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to the degeneracy of the energy level. Since HOMO (with energy−3 eV) and LUMO
(with energy +3 eV) are doubly degenerate in addition to the spin degeneracy, the
DOS is double as compared to the low lying state (with energy −6 eV) and the high
lying state (with energy +6 eV).

One Dimensional Materials

Consider a 1D material of length Lx as shown in Fig. 4.14a. We show 1D reciprocal
space k = x̂kx in Fig. 4.14b, where the quantized spacing between the reciprocal
lattice points is given as π/Lx within the 1D particle in a box picture. Since π/Lx in
kx-space gives one solution,

Number of solutions per unit length of kx-space = 1/(π/Lx) = Lx/π
A positive and a negative kx-value of the same magnitude gives the same

energy point within the parabolic approximation, since E = �
2k2

x /2m as shown in in
Fig. 4.15. Hence, the unique energy states are half of the solutions in kx-space given
as,

Allowed energy states per unit length of kx-space = Lx/2π
Energy states between kx and kx + dkx = dkx Lx/2π
For a parabolic band with E = �

2k2
x /2m, the 1D wavevector is written as,

kx = √
2mE/� and dkx = dE m/�

√
2mE. Substituting for dkx, one may count states

between E and E + dE instead of kx and kx + dkx, Hence,
The energy states between E and E + dE = dE Lx

h
m√
2mE

Finally, the density of states is defined as Energy states between E and E + dE
per unit energy dE, given below,

D1D(E) = Lx

h

m√
2mE

which is shown in Fig. 4.15. At the band edge, one obtains a singularity, known
as van Hove singularity, which is a signature feature of the 1D density of states.
Furthermore, the above equation is valid only within the band, i.e. for E ≥ 0. For the
conduction band edge at Ec, for E ≥ Ec, the density of states is given as,

Dc
1D(E) = Lx

h

m∗
c√

2m∗
c (E − Ec)

where m∗
c is the conduction band effective mass. Similarly, for the valence band with

the band edge at Ev , the 1D density of states for E ≤ Ev is given as,

Fig. 4.14 1D. a Real space.
b Reciprocal space × ×
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Fig. 4.15 1D density of
states
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Dv
1D(E) = Lx

h

m∗
v√

2m∗
v (Ev − E)

where m∗
v is the valence band effective mass.

The group velocity defined as vgx = dE/�dkx can also be calculated. Within the
parabolic band approximation, one obtains, vgx = �kx/m = √

2mE/m. Rewriting the
density of states in terms of vgx, one obtains,

D1D(E) = Lx

h

1

vgx

Since, the transmission is a product of group velocity and the density of states
(4.9), for one state, it is given as,

T (E) = h

Lx
vgxD(E)

It may also be shown that T1D(E) = 1. This is a very important result that the
transmission is independent of energy in 1D within the energy range of the band. In
fact, whenever one writes a new code or develops a new method, checking transmis-
sion to be unity in a 1D system serves as a benchmark for the validity of the code or
the method.

Two Dimensional Materials

Consider a 2D material with parabolic bands having dimensions Lx and Ly as shown
in Fig. 4.16a. In 2D reciprocal space k = x̂kx + ŷky, the lattice points are displaced by
π/Lx and π/Ly as shown in Fig. 4.16b. Within the particle in 2D box approximation,
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Fig. 4.16 2D. a Real space.
b Reciprocal space
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Number of solutions per unit area of k-space = 1/(π2/LxLy) = LxLy/π
2

Four combinations of points in the two dimensional reciprocal space give the
same energy value. To get unique energy solutions, one has to divide by four to get
the unique energy solutions as follow,

Allowed energy states per unit area of k-space = LxLy/4π2

One finds the energy states in a differential area of 2πkdk bounded by the radii k
and k + dk as follows,

Energy states between 2πk2 and 2πk(k + dk) = 2πkdk LxLy/4π2 = kdk
LxLy/2π

For a parabolic band, substituting k = √
2mE/� and dk = dE m/�

√
2mE in the

allowed energy states in the k-space gives allowed states within differential energy
dE as follows,

Energy states between E and E + dE = dE mLxLy/π�
2

Using the following definition of the density of states.
Energy states between E and E + dE per unit energy dE = LxLy

m
2π�2

The density of states for a 2D parabolic band is therefore given as,

D2D(E) = LxLy
m

2π�2

which is valid for energies greater than the band edge. Interestingly, the density of
states is independent of the energy as shown in Fig. 4.17. For the conduction band
edge at Ec, the 2D density of states for E ≥ Ec is given as,

Dc
2D(E) = LxLy

m∗
c

2π�2

whereas for the valence band edge at Ev , the 2D density of states for E ≤ Ev is given
as,

Dv
2D(E) = LxLy

m∗
v

2π�2
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Fig. 4.17 2D density of
states
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Three Dimensional Materials

Consider a 3D material of dimensions Lx, Ly and Lz as shown in Fig. 4.18a. In 3D
reciprocal space k = x̂kx + ŷky + ẑkz , the lattice points are displaced by π/Lx, π/Ly

and π/Lz as shown in Fig. 4.18b. Hence one obtains,
Number of solutions per unit volume of k-space = 1/(π3/LxLyLz) = LxLyLz/π

3

For the eight combinations of (kx, ky, kz), one gets the same energy value. Hence
one has to divide the above number by eight to get the unique energy solutions, as
follows,

Allowed energy states per unit volume of k-space = LxLyLz/8π3

For a differential volume 4πk2dk bounded by the radii k and k + dk, the energy
states are given as,

Energy states between 4πk3 and 4πk2(k + dk) = 4πk2dk LxLyLz/8π3 = k2dk
LxLyLz/2π2

For a parabolic band, substituting k = √
2mE/� and dk = dE m/�

√
2mE, one

obtains energy states in terms of energy E and dE as follows,
Energy states between E and E + dE = dE LxLyLz m

√
2mE/2π2

�
3

Using the definition of the density of states, one obtains,

Fig. 4.18 3D. a Real space.
b Reciprocal space
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D3D(E) = LxLyLz
m

√
2mE

2π2�3

which is shown in Fig. 4.19. For the band edge at zero, the above equation is valid
for E ≥ 0. For the conduction band edge at Ec and the valence band edge at Ev , one
respectively obtains,

Dc
3D(E) = LxLyLz

m∗
c

√
2m∗

c (E − Ec)

2π2�3
E ≥ Ec

Dv
3D(E) = LxLyLz

m∗
v

√
2m∗

v (Ev − E)

2π2�3
E ≤ Ev

Nonparabolic Bands

So far, we have discussed the density of states for 1D, 2D and 3D materials within
the parabolic band approximation. The peculiar features in the analytical expression
of the density of states are not only attributed to the dimensionality, but also to the
parabolic bands. If one were to use nonparabolic bands, the results of the density of
states may be different from the ones obtained so far.

Although, various combinations of the dimensionality and nonparabolic bands
may be applicable, we discuss a 2D material with linear bands only to highlight
the importance of band dispersions and their contributions to the density of states.
Following the typical procedure,

Number of solutions per unit area of k-space = 1/(π2/LxLy) = LxLy/π
2

Allowed energy states per unit area of k-space = LxLy/4π2

Energy states between 2πk2 and 2πk(k + dk) = 2πkdk LxLy/4π2 = kdk
LxLy/2π

Fig. 4.19 3D density of
states
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Fig. 4.20 2D density of
states with linear band
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For a linear band with E = �vk, one obtains k = E/�v and dk = dE/�v, which

gives,
Energy states between E and E + dE = dE ELxLy/2π�

2v2

Finally, the density of states are given as,

Dlinear
2D (E) = LxLy

1

2π�2v2
E

for E ≥ 0. where the band edge is at 0 eV. The density of states plot for 2D linear
bands is shown in Fig. 4.20.

For a the conduction band edge at Ec, density of states is given as,

Dlinear
2D (E) = LxLy

1

2π�2v2
(E − Ec)

As discussed in the previous chapter, the 2D material graphene has linear bands
and in fact has two valleys, which give the following density of states with band edge
at 0 eV,

DG(E) = LxLy
1

π�2v2
E

4.6 Green’s Function

Starting with the time dependent Schrödinger equation (3.3), one obtains,

[
∂

∂t
+ i

�
H̃

]
� (t, r) = 0 (4.12)
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This form describes the wavefunction � (t, r) as the natural response of the time
dependent [∂/∂t + i/� H̃ ] operator in the above equation, where e−iH̃ t/� is time
evolution operator that describes the behavior of a wavefunction at time t, given a
wavefunction at t = 0. The time dependent wavefunction solution to this equation is
given as,

� (t, r) = e−i H̃
�

t� (0, r)

For a given wavefunction at to, the wavefunction at time t is given as,

� (t, r) = e−i H̃
�

(t−to)� (to, r) (4.13)

where e−iH̃ (t−to)/� describes the time evolution between the time difference (t − to),
and is related to the Green’s function as we discuss next. Due to this link, Green’s
function is also called a propagator and has to be defined with a particular time
direction.

Mathematically, Green’s function is defined as an impulse response to the time
dependent [∂/∂t + i/� H̃ ] operator and is given as follows for the time domain in
differential form, [

∂

∂t
+ i

�
H̃

]
Gr,a (t − to, r) = δ(t − to) (4.14)

where r ≡ retarded6 and a ≡ advanced.7 While wavefunction is the natural
response of the operator, Green’s function is a forced response of the same oper-
ator. The retarded Green’s function is given as,

Gr (t − to, r) =
{

1
i� e−iH̃ (t−to)/� t > to

0 t < to
(4.15)

which is defined for a positive time and gives impulse response for future time with
action at to. It hence satisfies causality, and therefore is widely used. On the other
hand, the advanced Green’s function is defined for a negative time and gives impulse
response for the past time. Clearly, this Green’s function does not satisfy causality,
rather depicts traveling back in time.

Substituting for the retardedGreen’s function (4.15) in the time evolution equation
(4.13), one obtains,

� (t, r) = i�Gr (t − to, r)� (to, r) (4.16)

which clearly conveys the physical action of the propagator associated with the
Green’s function. Transforming the retarded Green’s function to the energy domain,8

one obtains,

6Not to be confused with the real space vector r = (x, y, z) = (r, θ,φ).
7Not to be confused with the earlier use of the symbol a for the lattice constant
8One may also solve this integral in the complex z plane.
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Gr (E, r) =
∫ +∞

−∞
dτ e+iEτ/�Gr (τ , r) = 1

i�

∫ +∞

0
dτ e

+i
[
E−H̃

]
τ/�

where τ = t − to. During this transformation, time and hence causality information
of the retarded Green’s function is lost. In addition, the integral is not well behaved

due to the oscillatory nature of e
i
[
E−H̃

]
t/�

. To overcome these bottlenecks, one may
include a factor e−η(t−to)/� in the integral, where η ≈ 0 and hence e−η(t−to)/� ≈ 1 for
a finite time. Also e−η(t−to)/�|t=∞ = 0 makes the integral well behaved. Including the
e−η(t−to)/� factor, makes the energy resolved retarded Green’s function as follows,

Gr (E, r) =
∫ +∞

0
dτ e

i
[
E−H̃

]
τ/�

e−ητ/�

= 1

i�

∫ +∞

0
dτ e

i
[
(E+iη)−H̃

]
τ/�

= [(E + iη) − H ]−1

(4.17)

Since only the retarded Green’s function is used in this text due to causality, we
drop the r superscript for the sake of convenience, i.e. Gr (E, r) ≡ G (E, r). By using
a basis set, since the Hamiltonian becomes a matrix [H ], the corresponding Green’s
function also becomes a matrix [G(E)], which is given as follows for an orthogonal
basis set,

[G (E)] = [(E + iη) I − [H ]]−1 (4.18)

where (E + iη) is multiplied with an identity matrix I of the same rank as that of
the Hamiltonian [H ] for orthogonal basis set. Furthermore, the Green’s function
becomes non-Hermitian due to the complex nature of the diagonal matrix elements
in i. The above equation may also be written as,

[(E + iη) − [H ]] [G (E)] = I

Comparing the above matrix equation with the differential (4.14), one obtains the
impulse response definition of Green’s function in energy domain in the matrix form.
Furthermore, the Hamiltonian matrix [H ] may be in the real space or the reciprocal
space or a combination of the two. Corresponding to each choice, one obtains the
Green’s function as follows,

[H (x, y, z)] ⇔ [G(E; x, y, z)]
[H (kx, y, z)] ⇔ [G(E; kx, y, z)]

[H (kx, ky, z)] ⇔ [G(E; kx, ky, z)]
[H (kx, ky, kz)] ⇔ [G(E; kx, ky, kz)]

We drop the matrix symbol [ ] henceforth for the sake of convenience.
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4.7 Nonequilibrium Green’s Function Formalism

Consider the two-terminal device structure in Fig. 4.21, where contact 1 and contact
2 are connected to a channel. Within the Landauer’s approach, one calculates the
transmission, and thereby current is given by (4.5). One method of choice for cal-
culating the transmission is Nonequilibrium Green’s Function (NEGF), where the
effect of contacts is included by using self energy �1,2 matrices for the two contacts.
Furthermore, the applied bias results in a change of potential energy, which may be
included by using a device potential energy Ud matrix. Hence the Green’s function
given in (4.18) after including the effect of �1,2 and Ud becomes,

G (E) = [(E + iη) I − Hd − Ud − �1 − �2]
−1 (4.19)

Since, the Green’s function is non Hermitian, i.e. G �= G†, the non Hermitian part
is defined as the Spectral function (A) and is given as,

A(E) = i
(
G − G†) (4.20)

using which, the density of states is calculated as follows,

D(E) = 1

2π
tr (A) (4.21)

Similarly, the self energies are also non Hermitian. The Hermitian part of the self
energies leads to a potential energy shift, whereas the non Hermitian part gives rise
to the broadening in the density of states. The Broadening functions are given as,

�1,2(E) = i
(
�1,2 − �

†
1,2

)
(4.22)

These broadening functions give information about the coupling between the
contacts and the channel and hence the lifetime of a state. NEGF is applicable only
to strong coupling regime, in which case�1,2 are quite appreciable compared to what
we call as the charging energy, which we discuss later in this chapter. It may also be
shown that the imaginary part of a self energy is given as,

Fig. 4.21 NEGF formalism.
Effect of contacts is included
by using energy dependent
self energies �1,2(E)

Channel 
Contact 1 Contact 2

1μ 2μ
)(ET

)(1 EΣ )(2 EΣ
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Im
[
�1,2(E)

] = −i
�1,2(E)

2
(4.23)

The real part may be determined by using Hilbert transform as follows,

Re
[
�1,2(E)

] = −1

π

∫ +∞

−∞
dy

E − y

�1,2(E)

2

Given �1,2 describes the coupling, multiplying it with the contact’s Fermi func-
tions gives the inflow functions as follows,

�in
1,2 = �1,2f1,2 (4.24)

Similarly, the electron outflow (hole inflow) is defined as,

�out
1,2 = �1,2

(
1 − f1,2

)
(4.25)

It is straight forward to show that �in
1,2 + �out

1,2 = �1,2. The electron correlation
function is then given as,

Gn(E) = G
(
�in

1 + �in
2

)
G† (4.26)

and the hole correlation function is given as,

Gp(E) = G
(
�out

1 + �out
2

)
G† (4.27)

which describe the energy resolved electron and hole distributions respectively. Since
A = Gn + Gp, it may be shown that,

G
(
�in

1 + �in
2

)
G† + G

(
�out

1 + �out
2

)
G† = G (�1 + �2) G† = A1 + A2 = A

(4.28)
where A1 = G�1G† is the spectral contribution to the density of states due to contact
1 andA2 = G�2G† is due to contact 2.Using the electron correlation functionGn(E),
the density matrix is calculated as follows,

ρ = 1

2π

∫ +∞

−∞
dE Gn(E) (4.29)

using which, the total number of electrons is given as,

N = tr (ρ) (4.30)

where tr ≡ trace of a matrix.
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As shown in Fig. 4.22, the total electron inflow across contact 1 and device
interface is given as tr

(
�in

1 A
)
and the total electron outflow across contact 1 and

device interface is given as tr (�1Gn).
For a two-terminal device in the absence of scattering, current flowing across

terminal 1 and across terminal 2 are the same, which one may simply label as the
channel current Id = I1 = I2. By using the information about the inflow and outflow,
one may calculate the current across contact 1 and device interface as follows,

Id = I1 = I2 = q

h

∫ +∞

−∞
dE tr

(
�in

1 A − �1Gn
)

Further simplification in the above equation results in,

Id = q

h

∫ +∞

−∞
dE tr

[
�1G�2G†

] [
f1 − f2

]

Including the spin degeneracy, the above two equations are given as,

Id = 2q

h

∫ +∞

−∞
dE tr

(
�in

1 A − �1Gn
)

(4.31)

Id = 2q

h

∫ +∞

−∞
dE tr

[
�1G�2G†

] [
f1 − f2

]
(4.32)

Comparing with (4.5) within Landauer’s approach, transmission is given as,

T (E) = tr
[
�1G�2G†

]
(4.33)

The order of matrix multiplication is not important for taking the trace of such a
product.

For nonorthogonal basis set, the above equations are modified according to the
unitary transformation. For a matrix M that gets added to the Hamiltonian (e.g. �1,2,
etc), the unitary transformation is given as,

S1/2MS1/2

Fig. 4.22 Carrier inflow and
outflow

Channel Contact 1 Contact 2
1μ 2μ

)(ET

Ain
1Σ

nG1Γ Ain
2Σ

nG2Γ
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whereas the matrix N that is inverse of matrices like M (e.g. G, etc), the unitary
transformation is given as,

S−1/2NS−1/2

where S is the overlap matrix. For nonorthogonal basis set, the Green’s function thus
becomes,

G (E) = [(E + iη) Sd − Hd − Ud − �1 − �2]
−1 (4.34)

The density of states, total number of electrons, and transmission are respectively
given as,

D(E) = 1

2π
tr

(
S1/2AS1/2

) = 1

2π
tr (AS) (4.35)

N = tr
(
S1/2ρS1/2

) = 1

2π
tr (ρS) (4.36)

T (E) = tr
(
S1/2�1S1/2S−1/2GS−1/2S1/2�2S1/2S−1/2G†S−1/2

) = tr
(
�1G�2G†

)
(4.37)

T (E) equation turns out to be the same as that for the orthogonal basis set.

4.8 Self Energy

Assuming orthogonal basis set, the totalHamiltonian for contact 1, device and contact
2 in terms of the corresponding matrices (ranks listed in brackets) is given as,

Htotal =
⎡
⎣ Hc1(∞ × ∞) Hc1d (∞ × N ) 0

Hdc1(N × ∞) Hd (N × N ) Hdc2(N × ∞)

0 Hc2d (∞ × N ) Hc2(∞ × ∞)

⎤
⎦

for which, the Green’s function is given as,

Gtotal =
⎡
⎢⎣

(E + iη)Ic1 − Hc1 −Hc1d 0
−Hdc1 (E + iη)I − Hd −Hdc2

0 −Hc2d (E + iη)Ic2 − Hc2

⎤
⎥⎦

−1

=
⎡
⎢⎣

gc1 gc1d gc1c2
gdc1 Gd gdc2
gc2c1 gc2d gc2

⎤
⎥⎦

Rearranging the above equation gives,

⎡
⎢⎣

(E + iη)Ic1 − Hc1 −Hc1d 0
−Hdc1 (E + iη)I − Hd −Hdc2

0 −Hc2d (E + iη)Ic2 − Hc2

⎤
⎥⎦

⎡
⎢⎣

gc1 gc1d gc1c2
gdc1 Gd gdc2
gc2c1 gc2d gc2

⎤
⎥⎦ =

⎡
⎢⎣

Ic1 0 0
0 I 0
0 0 Ic2

⎤
⎥⎦

Multiplying the first matrix rows with the second column of the second matrix
gives the following set of equations,
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[
(E + iη)Ic1 − Hc1

]
gc1d − Hc1d Gd = 0

−Hdc1gc1d + [(E + iη)I − Hd ]Gd − Hdc2gc2d = I

−Hc2d Gd + [
(E + iη)Ic2 − Hc2

]
gc2d = 0

In the above set of equations, rearranging the first and the third equation, one
obtains,

gc1d = [
(E + iη)Ic1 − Hc1

]−1
Hc1d Gd = gc1Hc1d Gd

and
gc2d = [

(E + iη)Ic2 − Hc2

]−1
Hc2d Gd = gc2Hc2d Gd

respectively, which may be substituted in the second equation, resulting in,

[
(E + iη)I − Hd − Hdc1gc1Hc1d − Hdc2gc2Hc2d

]
Gd = I

The device Green’s function is then given as,

Gd (E) = [
(E + iη)I − Hd − Hdc1gc1Hc1d − Hdc2gc2Hc2d

]−1

Comparing with

Gd (E) = [(E + iη)I − Hd − �1 − �2]
−1

one obtains the self energies as follows,

�1,2 = Hdc1,2gc1,2Hc1,2d (4.38)

where gc1,2 are the contact Green’s functions.
Given the contact’s Green’s function, one may calculate the contact’s self energy

on the channel. One should note that Hdc1,2 = H †
c1,2d .

For the nonorthogonal basis set, the device Green’s function is given as,

G (E) = [(E + iη) Sd − Hd − Ud − �1 − �2]
−1

whereas the contact self energies are given as follows,

�1,2 = [
(E + iη)Sdc1,2 − Hdc1,2

]
gc1,2

[
(E + iη)Sc1,2d − Hc1,2d

]

where gc1,2 = [
(E + iη)Sc1,2 − Hc1,2

]−1
are the contact Green’s function. One should

note that in contrast to the orthogonal basis set, the matrices on the left and right
of the contact Green’s function are not Hermitian of each other for a nonorthogonal
basis set, i.e.

[
(E + iη)Sdc1,2 − Hdc1,2

] �= [
(E + iη)Sc1,2d − Hc1,2d

]†
, althoughHdc1,2 =

H †
c1,2d and Sdc1,2 = S†

c1,2d .
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Surface Green’s Function

Being semi-infinite entities, the contact’s Green’s function (gc1,2) are not tractable.
To solve this problem, the idea is to replace the contact’s Green’s function (gc1,2)
in (4.38) by Surface Green’s function of the contact (gs1,2) only, where the surface
is the part next to the device. This may be achieved by dividing the contact into
unit cells {1, 2, 3, · · · } in a way that only the nearest neighboring unit cells have
nonzero hopping Hamiltonian. For each unit cell, the Hamiltonian can be a matrix
itself. With this arrangement, the Green’s function for the right contact within an
orthogonal basis set is given as,

gc2 =
⎡
⎣ (E + iη)I1 − [H1] −[H12] 0 · · ·

−[H21] (E + iη)I2 − [H2] −[H23] · · ·
0 −[H32] (E + iη)I3 − [H3] · · ·

⎤
⎦

−1

Writing the above equation in an abstract form of [a], [b], [c], [d ]matrices below,
it may be shown that one may write the Green’s function for the surface portion of
the contact 2, whose size is the same as that of the matrix [a].

gc2 =

⎡
⎢⎢⎣
[a] [b]

[d ] [c]

⎤
⎥⎥⎦

−1

=

⎡
⎢⎢⎣

[gs2 ] · · · · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·

⎤
⎥⎥⎦

It is straightforward to show by using techniques of linear algebra that,

[
gs2

]−1 = [a] − [b] [c]−1 [d ]

whereas due to the semi-infinite contact,

[
gc2

] = [c]−1

making, [
gs2

]−1 = [a] − [b]
[
gc2

]
[d ]

Substituting the values, one gets rid of most of the components in [gc2 ] due to
zero matrices in [b] and [d ], resulting in,

[
gs2

]−1 = (E + iη)I1 − [H1]︸ ︷︷ ︸
[a]

− [H12]︸ ︷︷ ︸
[b]

[
gs2

]
[H21]︸ ︷︷ ︸

[d ]
(4.39)

One has to solve this equation recursively, giving rise to the term of recursive
surface Green’s function. For a 1 × 1 matrix, I1 = 1, which yields,

g−1
s2 = E + iη − H1 − H12gs2H21



108 4 Quantum Transport

(H12H21)g
2
s2 − (E + iη − H1)gs2 + 1 = 0

This quadratic equation may be solved as follows,

gs2 = (E + iη − H1) ± √
(E + iη − H1)2 − 4H12H21

2H12H21
(4.40)

For only the nearest neighboring unit cells with nonzero hopping Hamiltonian,
(4.38) for the contact self energies may be written in terms of the surface Green’s
function as follows,

�1,2 = Hdc1,2gs1,2Hc1,2d (4.41)

where only those parts ofHdc1,2 andHc1,2d are included in (4.41) forwhich the hopping
elements are non-zero.

Finite Difference

Consider a device, consisting of a single lattice point, with two contacts that are
discretized by using finite difference basis set as shown in Fig. 4.23. TheHamiltonian
for contact is given below emphasizing the first three unit cells (there is one lattice
point per unit cell),

[H ] =

⎡
⎢⎢⎣

2to −to 0 0 · · ·
−to 2to −to 0 · · ·
0 −to 2to −to · · ·
· · · · · · · · · · · · · · ·

⎤
⎥⎥⎦

Substituting H1 = 2to and H12 = −to in (4.40), gives surface Green’s function for
the contact as follows,

gs = (E + iη − 2to) ± √
(E + iη − 2to)2 − 4t2o
2t2o

For a finite difference lattice, using (E + iη) instead ofE, theE(k) dispersion rela-
tionship is given as, E + iη = 2to [1 − cos(ka)], making the surface Green’s func-
tion,

gs = −2to cos(ka) ± √
(2to cos(ka))2 − 4t2o
2t2o

= −e±ika

to

Fig. 4.23 1D finite
difference lattice

× × × × × × × × ×
1Σ 2Σ

dH 1  2 3  4 .... 4 ` ` ` `3 2 1
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The positive sign refers to a positive traveling wave and vice versa. We take the
convention of a positive traveling wave, for which,

gs1,2 = −eik1,2a

to
(4.42)

For a given energy, the wavenumbers for contacts 1 and 2 (k1,2)may be calculated
by using the dispersion relation, E + iη = U1,2 + 2to[1 − cos(k1,2a)], where U1,2 is
the potential energy for the two contacts due to applied bias or any other extrinsic
and/or intrinsic effect. Since η is very small, it is usually ignored to get real k1,2
values. The next step is to calculate the contact self energies. Considering the total
Hamiltonian as follows,

[H ] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

· · · · · · · · · · · · · · · · · · · · ·
· · · 2to −to 0 0 0 · · ·
· · · −to 2to −to 0 0 · · ·
· · · 0 −to 2to −to 0 · · ·
· · · 0 0 −to 2to −to · · ·
· · · 0 0 0 −to 2to · · ·
· · · · · · · · · · · · · · · · · · · · ·

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

· · · · · · · · · · · · · · · · · · · · ·
· · · Hc1 Hc1d · · ·
· · · · · ·
· · · Hdc1 Hd Hdc2 · · ·
· · · · · ·
· · · Hc2d Hc2 · · ·
· · · · · · · · · · · · · · · · · · · · ·

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

By using (4.41) and (4.42), the contact self energies are given as,

�1,2 = t2ogs1,2 = −toeik1,2a

Tight Binding

For a 1D device, consisting of a single atom, as shown in Fig. 4.24, within the tight
binding approximation, the total Hamiltonian is given as,

[H ] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

· · · · · · · · · · · · · · · · · · · · ·
· · · 0 −t 0 0 0 · · ·
· · · −t 0 −t 0 0 · · ·
· · · 0 −t 0 −t 0 · · ·
· · · 0 0 −t 0 −t · · ·
· · · 0 0 0 −t 0 · · ·
· · · · · · · · · · · · · · · · · · · · ·

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

· · · · · · · · · · · · · · · · · · · · ·
· · · Hc1 Hc1d · · ·
· · · · · ·
· · · Hdc1 Hd Hdc2 · · ·
· · · · · ·
· · · Hc2d Hc2 · · ·
· · · · · · · · · · · · · · · · · · · · ·

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

where the onsite energy is at 0 (thereby making Hd = 0), and the hopping parameter
is t. One gets, H1 = 0 and H1,2 = −t. With the E(k) dispersion of E + iη = U1,2 −
2t cos(ka), and by using (4.40), one obtains,

Fig. 4.24 1D crystal
1Σ 2Σ

dH 1  2 3  4 .... 4 ` ` ` `3 2 1
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Fig. 4.25 Self energy and
broadening function. With
reference to the band
structure, real and imaginary
parts of self energy are
shown along with the
broadening function
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t
(4.43)

For the positive traveling wave, k1,2 may be calculated (ignoring η) by using the
following equation,

k1,2a = cos−1

[−(E − U1,2)

2t

]

Next, the contact self energies (4.41) are calculated as follows,

�1,2 = Hdc1,2gc1,2Hc1,2d = t2gs1,2 = −teik1,2a (4.44)

Under equilibrium condition, with k1 = k2 = kx (since there is no potential energy
difference) and E = −2t cos(kxa), where kxa = cos−1(−E/2t), the real and imagi-
nary parts of the self energy are given as,

Re [�] = −t cos(kxa) = E

t

Im [�] = −t sin(kxa) = −t sin

[
cos−1

(−E

2t

)]

The broadening function is shown as well, which is given as,

� = i
(
� − �†

) = 2t sin(kxa) = 2t sin

[
cos−1

(−E

2t

)]

Re [�], Im [�], and � are shown in Fig. 4.25, along with the band structure.
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4.9 Coherent Transport

Let us consider the device structure in Fig. 4.24 and use the self energies in (4.44)
to calculate the equilibrium density of states and transmission. This device structure
depicts a single atom with 1D semi-infinite contacts (starting at atomic locations 1́
and 1, respectively). However, this structure is equivalent to a 1D material under
equilibrium. Since there is no applied voltage, Ud = 0. Also, Hd = 0. Using (4.19),
the device Green’s function is given as follows,

G (E) = 1

E + iη + 2teikxa

where �1,2 = −teikxa, given k1 = k2 = kx. Furthermore, E + iη = −2t cos(kxa),
which makes G(E),

G (E) = 1

−2t cos(kxa) + 2teikxa
= −i

2t sin(kxa)

Computing the spectral function, A(E) = −i
(
G − G†

) = 1/t sin(kxa) and the
group velocity, vgx = dE/�dkx = 2ta sin(kxa)/�, onemaywrite the spectral function
in terms of the group velocity, A(E) = 2a/�vgx. Finally, the density of states is given
as,D(E) = 1/2πtr(A) = a/π�vgx, which has the same structure as that of 1D density
of states in Sect. 4.5.

Next, one may calculate the broadening functions as follows, �1,2 =
i
(
�1,2 − �

†
1,2

)
= 2t sin(kxa), which leads to the following inflow and outflow func-

tions, �in
1,2 = �1,2fo = 2t sin(kxa)fo and �out

1,2 = �1,2 (1 − fo) = 2t sin(kxa)

(1 − fo), where fo is the Fermi’s function for the equilibrium chemical potential
energy μo. Furthermore, the electron correlation function is given as, Gn(E) =
G

(
�in

1 + �in
2

)
G† = fo/t sin(kxa) and the hole correlation function is given as,

Gp(E) = A − Gn = (1 − fo) /t sin(kxa).
Using the electron correlation function, the density matrix is calculated as,

ρ = 1

2π

∫ +∞

−∞
dE Gn(E)

where the total number of electrons (without the spin degeneracy) is given as N =
tr(ρ) and the transmission is given as,

T (E) = tr
(
�1G�2G†

) = tr

(
2t sin(kxa)

−i

2t sin(kxa)
2t sin(kxa)

−i

2t sin(kxa)

)
= 1

This transmission is the signature result of 1D band structure, where the transmis-
sion is independent of energy as discussed in Sect. 4.5. As shown in Fig. 4.26, the
van Hove singularities are clearly visible in the density of states. The transmission
is also unity within the bandwidth and is zero outside.
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van Hove
singularities
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Fig. 4.26 NEGF calculation for 1D equilibrium density of states and transmission

Zero Dimensional Conductor

Let us now consider the same structure, i.e. a channel consisting of a single atom
with two semi-infinite 1D contacts, but break the symmetry by applying a voltage Vd

at contact 2. Under this nonequilibrium condition, the device Hamiltonian remains
the same, i.e., Hd = 0. We assume a symmetric voltage drop as shown in Fig. 4.27,
which gives the potential energy Ud = −qVd/2 in the device region. The Green’s
function is given as,

G (E, Vd ) = 1

E + iη + qVd/2 + teik1a + teik2a

where the self energies are given as �1,2 = −teik1,2a. The wavevectors k1,2 may be
obtained by using, E = U1,2 − 2t cos(k1,2a), where U1 = 0 and U2 = −qVd since
contact 1 is grounded and applied bias is applied to contact 2.

Thus,

k1a = cos−1

[−E

2t

]

k2a = cos−1

[−(E + qVd )

2t

]

The bias dependent spectral function is given as, A(E, Vd ) = i
(
G − G†

)
and

hence the density of states is given as, D(E, Vd ) = 1
2π tr(A), which is shown in Fig.

4.28. One should note that the energy level for the atom is at zero, since Hd =
0. However, due to very strong coupling with the contacts, the level is broadened
and in fact, the density of states looks like that of the 1D contact for Vd = 0. For
a finite Vd , the van Hove singularity peaks shift and the shape is modified, but
nonetheless, the features are more like 1D contact’s features than the 0D channel’s.
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This is particularly true for nanodevices where sometimes the electronic properties
are determined predominantly by the contacts than the channel itself, a stark contrast
from micron scale devices, where channel characteristics are the most important.

The broadening functions are given as, �1,2 = i
(
�1,2 − �

†
1,2

)
= 2t sin(k1,2a).

Finally, the inflow and outflow functions are, �in
1,2 = �1,2f1,2 = 2t sin(k1,2a)f1,2 and

�out
1,2 = �1,2

(
1 − f1,2

) = 2t sin(k1,2a)
(
1 − f1,2

)
, where f1,2 are the Fermi’s function

for contact 1 and contact 2. The corresponding chemical potential energies are μ1 =
μo and μ2 = μo − qVd . One may further calculate the electron correlation functions,
as well as the density matrix and the total number of electrons as follows,

Fig. 4.27 Single atom
conductor with 1D
semi-infinite contacts and the
corresponding potential
profile
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Fig. 4.28 Nonequilibrium density of states, transmission, and the product of transmission and
Fermi’s function difference for a single atom conductor at T = 300 K. Equilibrium properties for
Vd = 0 are shown as a reference
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Gn(E) = G
(
�in

1 + �in
2

)
G† = 2t G

[
sin(k1a)f1 + sin(k2a)f2

]
G†

ρ = 1

2π

∫ +∞

−∞
dE Gn(E)

N = tr(ρ)

Finally, the transmission is given as,

T (E) = tr
(
�1G�2G†

)

and is shown in Fig. 4.28 as a function of bias. The product of transmission and
Fermi’s function difference T (E)

[
f1 − f2

]
is plotted as well. Finally, the current

including the spin degree of freedom, is given as,

Id = I1 = I2 = 2q

h

∫ +∞

−∞
dE T (E)

[
f1 − f2

]

which is shown in Fig. 4.29. As expected the IV is linear and a quantum of conduc-
tance is observed.

In this example, the contacts form what we call as Ohmic contacts with the single
atom channel, i.e. the onsite energies and the tight binding parameters (equivalent to
saying that the potential energy or band offsets) are the same for the device and the
contacts.

Next, consider a situation in which Hd = −0.5 eV, i.e. there is an offset in the
onsite energy with a shift of −0.5 eV. Furthermore, we take the magnitude of the
self energy to be 1/10th of the value taken for Figs. 4.28 and 4.29, i.e.

Fig. 4.29 IV Characteristics
of a single atom conductor
with ideal contacts.
T = 300 K
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Fig. 4.30 Nonequilibrium density of states, transmission, and the product of transmission and
Fermi’s function difference for a single atom conductor with 1/10th self energy as in Fig. 4.28 and
with onsite energy of the device atom at −0.5 eV at T = 300 K. Equilibrium properties for Vd = 0
are shown as a reference

�1,2 = − t

10
eik1,2a

Using these parameters, the nonequilibrium density of states is shown in Fig.
4.30. One should note that even for Vd = 0, the density of states is shifted from
−0.5 eV due to the real part of the contact self energies. The bias dependent shift is
also observed.

The shape of the density of states plot looks more like a broadened delta function,
which in fact is a Lorentzian function, given as,

D(E, Vd ) = 1

π

γ/2

(E − εo)2 + (γ/2)2

where εo is the peak position and γ is the peak width and is given as the total
broadening due to the two contacts in the absence of scattering. Since contact induced
broadening is relatively smaller, the 0D features of the channel are visible in Fig.
4.30, which are reflected in the transmission and T (E) (f1 − f2) plots as well. The
nonlinear IV characteristics are shown in Fig. 4.31, which clearly shows less than
the quantum of conductance value due to nonideal contacts leading to reflections and
hence reduced transmission and nonlinear conduction.

One Dimensional Conductor

Now, let us consider the nonequilibrium properties of a 1D conductor as shown
in Fig. 4.32. For the sake of convenience, we take only four atoms in the channel
region. Within the nearest neighbor tight binding approximation, assuming zero
onsite energy, the device Hamiltonian is given as,
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Hd =

⎡
⎢⎢⎣

0 −t 0 0
−t 0 −t 0
0 −t 0 −t
0 0 −t 0

⎤
⎥⎥⎦

The electrostatic potential energy matrix due to applied voltage is give as,

Ud =

⎡
⎢⎢⎣

Ud1 0 0 0
0 Ud2 0 0
0 0 Ud3 0
0 0 0 Ud4

⎤
⎥⎥⎦

For a linear voltage drop (within linear screening approximation) in the device
region, the potential energy matrix becomes,

Fig. 4.31 IV Characteristics
of a single atom conductor
showing non-Ohmic
conduction with 1/10th self
energy as in Fig. 4.29 and
with onsite energy of device
atom at −0.5 eV. T = 300 K
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Fig. 4.32 1D conductor
with 1D contacts
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Ud = −qVd

⎡
⎢⎢⎣
0.2 0 0 0
0 0.4 0 0
0 0 0.6 0
0 0 0 0.8

⎤
⎥⎥⎦

whereas the contact atoms right next to the channel have the potential energies,
U1 = 0 and U2 = −qVd , which gets added to the E(k) dispersion of the two con-
tacts as follows, E = U1,2 − 2t cos(k1,2a). The self energies for the two contacts are
calculated as follows,

�1 =

⎡
⎢⎢⎣

−teik1a 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦

�2 =

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −teik2a

⎤
⎥⎥⎦

The nonequilibrium Green’s function is then calculated as,

G(E, Vd ) =

⎡
⎢⎢⎢⎣

E + iη − Ud1 + teik1a −t 0 0
−t E + iη − Ud2 −t 0
0 −t E + iη − Ud3 −t

0 0 −t E + iη − Ud4 + teik2a

⎤
⎥⎥⎥⎦

−1

using which, the nonequilibrium spectral function is given as, A(E, Vd ) =
i
(
G − G†

)
.Oneobtains thenonequilibriumdensity of states as,D(E, Vd ) = 1

2π tr(A),
which is shown in Fig. 4.33, which clearly show the 1D van Hove singularities, as
expected. The broadening functions are given as,

�1 = i
(
�1 − �

†
1

)
=

⎡
⎢⎢⎣
2t sin(k1a) 0 0 0

0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦

�2 = i
(
�1 − �

†
1

)
=

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 2t sin(k2a)

⎤
⎥⎥⎦
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Fig. 4.33 Nonequilibrium density of states, transmission, and the product of transmission and
Fermi’s function difference for 1D conductor. Equilibrium properties for Vd = 0 are shown as a
reference

Finally, the inflow functions are,

�i
1n = �1f1 =

⎡
⎢⎢⎣
2t sin(k1a)f1 0 0 0

0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎦

�i
2n = �2f2 =

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 2t sin(k2a)f2

⎤
⎥⎥⎦

where f1,2 are the Fermi’s function for the two contacts with the chemical potential
energies μ1 = μo and μ2 = μo − qVd . Taking the equilibrium chemical potential
energy (μo) at zero ensures that the chemical potential energy is in the middle of
the band. One may further calculate the electron correlation functions, as well as the
density matrix and the total number of electrons as follows,

Gn(E) = G
(
�in

1 + �in
2

)
G†

ρ = 1

2π

∫ +∞

−∞
dE Gn(E)

N = tr(ρ)
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Finally, the nonequilibrium transmission is given as,

T (E) = tr
(
�1G�2G†

)

and is shown in Fig. 4.33 as a function of bias. Consistent with the 1D
transmission, unity transmission within the conduction window is observed. Note
that the conduction window is shifting due to a shift in the band edges due to applied
bias. The product of transmission and Fermi’s function difference T (E) (f1 − f2) is
shown as well, which reflects unity product with some additional broadening due to
the contact Fermi’s functions.

Including spin degree of freedom, current is then given as,

Id = I1 = I2 = 2q

h

∫ +∞

−∞
dE T (E)

[
f1 − f2

]

which is shown in Fig. 4.34. As expected the IV characteristics are linear and a
quantum of conductance is observed. Here, we use Ohmic contacts, where the self
energies are taken in a way that there are no reflections at the contact-channel inter-
face, i.e. the contacts are ideal. On the other hand, in case of the nonideal contacts,
one observes multiple reflections, not only due to the electron waves incident at the
channel from either of the two contacts, but also within the device due to the electron
waves impinging on the contacts from channel.

This bouncing back and forth leads to resonances inside the channel region, which
lead to additional resonance peaks9 in the density of states as shown in Fig. 4.35.
Here, the contact self energies are taken as 1/10th of the ideal values, i.e.

Fig. 4.34 IV characteristics
of 1D conductor. T = 300 K
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9For metallic contacts, these are also called MIGS (metal induced gap states).
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Fig. 4.35 Density of states
plot for the 1D conductor
with nonideal contacts
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−teik1a 0 0 0
0 0 0 0
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⎥⎥⎦ 1

10

�2 =

⎡
⎢⎢⎣
0 0 0 0
0 0 0 0
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0 0 0 −teik2a

⎤
⎥⎥⎦ 1
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Such nonideal contacts lead to unique transport characteristics, again a key
difference from microscale devices. In nanodevices, contacts are as important as
the channel itself and may very well determine the final transport characteristics.

Transport in Two Dimensional and Three Dimensional Channels

So far we have discussed 1D transport only, where the Hamiltonian is written as,
[H (x)]. The corresponding Green’s function is [G(E; x)]. Irrespective of the dimen-
sionality of the contacts, the self energy is cast into the same dimension as the
channel’s Hamiltonian. One should note that following the recipe within NEGF, no
information about the multi dimensional contacts would be lost.

In the case of a two dimensional channel, the Hamiltonian is written as, [H (x, y)]
and the corresponding Green’s function is [G(E; x, y)]. If the transport is in only
one direction, say the x-axis only (also known as longitudinal direction) and if the
symmetry is not broken in the channel width direction, i.e. y-axis (also known as
transverse direction), one may transform the Hamiltonian in the y-direction, pro-
vided the width is much greater than the electron’s wavelength, yielding [H (x, ky)].
The corresponding Green’s function is then given as [G(E; x, ky)]. The rest of the
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calculations may be done independently for each value of ky in the absence of scat-
tering. This leads to a tremendous simplification, since a two dimensional transport
problem may be reduced to a set of one dimensional transport equation. To further
clarify, if in 1D, the Hamiltonian size is 1000 × 1000. For the same dimensions in
2D, the Hamiltonian size would be 1M × 1M, where M stands for million. Since
the Green’s function involves taking inverse of matrices of this size, which becomes
computationally very expensive with the increasing matrix size. However, with the
Fourier transformation in ky, one has to solve only one thousand independent trans-
port problems of 1000 × 1000 Hamiltonian size.

Similarly for a three dimensional Hamiltonian with [H (x, y, z)], if the transport is
in x-direction only, one may transform the other two spatial directions (the transverse
directions) to the reciprocal (ky, kz) space, as follows [H (x, ky, , kz)], which gives the
Green’s function as [G(E; x, ky, kz)] essentially reducing a 3D problem to a 1D one.
However, one should note that if the symmetry is broken in the transverse direction,
e.g. by a varying potential due to an external or internal source or due to scattering,
one may not use Fourier transform and hence has to solve the complete problem in
real space or orbital space, which is usually quite challenging.

Ballistic Transport

As shown in Fig. 4.29 for a one atom conductor and in Fig. 4.34 for a 1D conductor,
the current is the same with ideal contacts by using coherent NEGF formalism. It
may be further shown that within the assumption of coherent quantum transport, the
current is independent of the channel length as shown in Fig. 4.36. This phenomenon
is also called Ballistic transport.

However, it is in contrast to Ohm’s law, which states that,

R = 1

σ

l

S

Fig. 4.36 Ballistic transport
versus channel length at
300K for Vd = 1 V
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Fig. 4.37 Coherent
transport versus temperature
for Vd = 1 V
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where, σ is the conductivity with the dimensions of [S/m], l is the conductor length,
and S is the cross sectional area. To emphasize, Ohm’s law is not always applicable
at the nanoscale. In fact, experimentally, one does observe a length independent
transport within a certain length scale, called the mean free path (λ). However, if the
device length is larger than the mean free path, Ohm’s law becomes applicable and
the transport becomes incoherent, which is further discussed in the next section.

One should note that the trend of decreasing resistance with the increasing area is
consistent with NEGF. In 3D, for each wavevector (ky, kz) in the transverse direction,
one gets a 1D transport channel. With increasing area, the number of transverse
wavevectors increase and hence the current increases, which leads to a decreasing
resistance.

It may also be shown that the cohrent transport is independent of temperature
as well [shown in Fig. 4.37], apart from the minuscule dependence of the Fermi’s
function broadening on temperature.10

Algorithm for Coherent Transport

Consider Fig. 4.38 for the numerical algorithm of the coherent transport by using the
NEGF equations. For each value of applied bias, the step-by-step implementation
usually involves,

(1) The input parameters, variables and constants are specified in the form of
device and contact Hamiltonians (Hd ,c1,c2 ), equilibrium chemical potential energy
(μo), applied bias (Vd ), temperature (T ), electronic charge (q), Planck’s constant (h),
Boltzmann’s constant (kB), etc.

10On the other hand, in order to incorporate incoherent effects, we need to go beyond coherent
transport and include scattering (both elastic and inelastic) in this transport model to capture any
length dependence or temperature dependence, which we discuss in the next section.
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NEGF Code
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Fig. 4.38 Algorithm for calculating coherent transport properties by using NEGF equations

(2) Using the information about the applied bias, contact chemical potential
energies (μ1,2) are calculated.

(3) The range of energy is established over which the transport calculation is to
be performed. Usually, the minimum value of the energy grid is 10kBT below the
minimum chemical potential energy and the maximum value is 10kBT above the
maximum chemical potential energy, but this is not always the case. In principle, this
integration is from −∞ to +∞ energy values.

(4) The energy grid spacing is a fraction of kBT . Usually, 0.1kBT is adequate for
most calculations.

(5) For the established energy array, Fermi’s functions
(
f1,2

)
are calculated and

the difference (f1 − f2) is stored in an array.
(6) Within the energy FOR loop for each energy value, self energies �1,2 are

calculated, using which, Green’s function (G) and the broadening functions
(
�1,2

)
are calculated. Spectral function (A) and electron/hole correlation functions (Gn,p)

may also be calculated. Thus, for each value of energy, transmission (T ) is calculated
as tr

(
�1G�2G†

)
.

(7) Finally, the current is calculated by using, 2 ∗ q/� ∗ dE ∗ sum
[
T · ∗ (f1 − f2)

]
,

which is the numerical form of the Landauer’s equation. One should note that the
symbol ·∗ represents element by element multiplication (the same as in Matlab), i.e.
multiplication at the same energy point and finally adding the product. One should
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note that current may also be calculated by using the following numerical form,
2 ∗ q/� ∗ dE ∗ sum

[
trace

(
�in

1 A − �1G
)]
.

(8) Finally, the output quantities like IV characteristics, nonequilibrium transmis-
sion, nonequilibrium density of states, etc, are calculated.

4.10 Incoherent Transport

Within NEGF, scattering is included by employing a scattering self energy �s as
shown in Fig. 4.39. The nonequilibrium Green’s function including scattering is
given as,

G (E) = [(E + iη) I − Hd − Ud − �1 − �2 − �s]
−1 (4.45)

for which, the spectral function is given as, A(E) = i
(
G − G†

)
, which gives the

density of states as,

D(E) = 1

2π
tr (A)

The broadening, inflow, and outflow functions are given as,

�1,2(E) = i
(
�1,2 − �

†
1,2

)

�in
1,2 = �1,2f1,2

�out
1,2 = �1,2

(
1 − f1,2

)

where, �1,2 = �in
1,2 + �out

1,2. The electron spectral function is given as,

Gn(E) = G
(
�in

1 + �in
2

)
G†

Fig. 4.39 Scattering self
energy within NEGF
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using which, one finds the density matrix as follows,

ρ = 1

2π

∫ +∞

−∞
dE Gn(E)

The current for the two contacts including spin degeneracy is given as follows,

I1,2 = 2q

h

∫ +∞

−∞
dE tr

(
�in

1,2A − �1,2Gn
)

where it should be emphasized that after including scattering, the above equation
CANNOT be reduced to the following,

I1,2 �= q

h

∫ +∞

−∞
dE tr

(
�1G�2G†) [

f1 − f2
]

However, the concept of transmission is still validwithin the Landauer’s approach,

I1 = q

h

∫ +∞

−∞
dE T ′(E)

[
f1 − f2

]

which gives the transmission function for a nonzero Fermi’s function difference as
follows,

T ′(E) = tr
(
�in

1,2A − �1,2Gn
)

f1 − f2
(4.46)

It should be emphasized that one may define a current through the scattering self
energy and it should be zero, explicitly given as,

Is = 2q

h

∫ +∞

−∞
dE tr

(
�in

s A − �sG
n
) = 0 (4.47)

Since the scattering may be thought of as a virtual contact, and the number of
electrons across this virtual contact should be conserved.

Various scattering processes may be broadly divided into two classes, namely
inelastic (with energy exchange) and elastic (without energy exchange) scattering.
Within elastic scattering, theremay further be two scattering processes, namely Phase
Breaking Scattering or Dephasing and Momentum Relaxation Scattering. Although
one may describe these processes independently, in reality, a single event may
involve various scattering processes concurrently. Consider the vertical transition in
Fig. 4.40a between the initial state i in the conduction band and the final state f in
the valence band. Clearly this transition indicates an inelastic process involving an
energy exchange of Ef − Ei. One may not deduce from the E(k) diagram, whether
dephasing is present. In the absence of dephasing, this process is simply Inelastic
Scattering, whereas in the presence of dephasing, the process is Inelastic Dephasing.
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Fig. 4.40 Scattering processes. a Inelastic scattering—interband, b momentum relaxation
scattering—intraband, c dephasing or phase breaking scattering indicating no change in momentum
and energy, d inelastic and momentum relaxation scattering—interband, e inelastic and momentum
relaxation scattering—intraband. i = initial state, f = final state

Furthermore, this scattering is also called Interband Scattering, since there are two
bands involved.

In Fig. 4.40b, we show an Intraband Scattering event with horizontal transition.
Clearly, this event is Elastic Scattering involving Momentum Relaxation only with
an exchange of �

(
kf − ki

)
momentum. In the absence of dephasing, this scatter-

ing is Momentum Relaxation Scattering, whereas with dephasing, the scattering
is Momentum Relaxation Dephasing. In Fig. 4.40c, the process has no energy or
momentum exchange. In the case of phase breaking scattering, this process simply
leads to Dephasing. In Fig. 4.40d, the process is inelastic interband scattering with
momentum relaxation, whereas Fig. 4.40e represents the same scattering process,
albeit intraband. In Figs. 4.40d,e, if phase breaking scattering were to accompany
with the energy and momentum exchange, the processes would be interband and
intraband inelastic dephasing with momentum relaxation respectively.

While we discuss various scattering processes in abstract form in this section,
it is important to associate them with various physical mechanisms. Consider a
photon that has both energy and momentum. If electrons interact with such a photon,
this interaction may lead to both energy exchange and momentum exchange, thus
leading to inelastic scattering with momentum relaxation. In light matter interaction,
usually electrons do not loose phase information, in which case, dephasing is absent.
Furthermore, since momentum is given as p = h/λ = hf /c, photons have minimum
momentum for a given energy, since they have maximum possible speed (c) in free
space. Although, the photon momentum is small, it is nonetheless nonzero, hence
this transition is not truly vertical in E(k) diagram. However, for such a transition,
one may approximate the momentum exchange to be zero and hence assume the
transition to be vertical. Photon absorption, e.g. in a photodiode, takes an electron
from low energy state (e.g. valence band) to high energy state (e.g. conduction band).
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Similarly, photon emission, e.g. in an LED (light emitting diode), brings an electron
from high energy state (e.g. conduction band) to low energy state (e.g. valence band).

Similarly, for phonon scattering, one may have both the energy exchange and
the momentum exchange. However, since phonons are mere atomic vibrations, their
energy is usually very close to the thermal energy scale, i.e. kBT , which is only about
25 meV at the room temperature. On the other hand, a phonon may have a large
momentum. For low energy phonons, one may approximate the energy exchange to
be small and hence assume the transition to be horizontal. It is understandable that
phonon absorption takes an electron from low momentum state to high momentum
state and vice versa for phonon emission. Furthermore, interaction with the phonon
degree of freedom usually leads to phase breaking scattering or dephasing.

Inelastic Scattering

Within the Born approximation, the scattering inflow and outflow functions due to
emission and absorption process is given as,

�in
s (E; i, j) = Dem (�ω; i, k; j, l) Gn (E + �ω; k, l) + Dab (�ω; i, k; j, l) Gn (E − �ω; k, l)

�out
s (E; i, j) = Dem (�ω; i, k; j, l) Gp (E − �ω; k, l) + Dab (�ω; i, k; j, l) Gp (E + �ω; k, l)

where Dem,ab (�ω; i, k; j, l) are the emission and the absorption rank-4 tensor func-
tions, and �ω is the energy quantum for a phonon or a photon of angular frequency
ω. This equation physically states that an electron from the state with indices (k, l)
may be scattered into the state with indices (i, j). Henceforth, we drop these indices
for further discussion, which simplifies the above equation to,

�in
s (E) = Dem (�ω) Gn (E + �ω) + Dab (�ω ) Gn (E − �ω)

�out
s (E) = Dem (�ω) Gp (E − �ω) + Dab (�ω ) Gp (E + �ω)

The broadening function due to scattering is given as �s = �in
s + �out

s , where,
the scattering self energy is given as,

�s = Re [�s] − i
�s

2

The real part of the self energy is given as the Hilbert transform of the imaginary
part of the self energy as follows,

Re [�s(E)] = −1

π

∫ +∞

−∞
dy

E − y

�s(E)

2

Furthermore, the emission and absorption functions are given as,

Dem(�ω) = (N + 1)Do(�ω)

Dab(�ω) = N Do(�ω)
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where Do (�ω) is the scattering function, which is a temperature independent rank-4
tensor, and is given as,

Do (�ω) =
∫ +∞

−∞
dr φ∗

i φ
∗
j UU ∗φkφl

whereU is the scattering potential energy. N is the Bose factor that gives the number
of Bosons with spin-1 at a finite temperature, and is given as,

N = 1

e�ω/kBT − 1

N + 1 = 1

1 − e−�ω/kBT

In high frequency/energy limit, for �ω  kBT or �ω/kBT  1, one obtains,

N = 1

e�ω/kBT − 1
≈ 0

N + 1 = 1

1 − e−�ω/kBT
≈ 1

which leads to,
Dem(�ω  kBT ) ≈ Do(�ω)

Dab(�ω  kBT ) ≈ 0

Thus, the scattering inflow, outflow and broadening functions are given as,

�in
s ≈ DoGn(E + �ω)

�out
s ≈ DoGp(E − �ω)

�s = �in
s + �out

s = Do
[
Gn(E + �ω) + Gp(E − �ω)

]

Scattering due to high energy phonons is weekly temperature dependent. SinceDo

is temperature independent, the temperature dependent Fermi’s functions do affect
the electron and hole spectral functions Gn,p.

Inelastic scattering with high energy phonons is schematically shown in Fig.
4.41a. In this process, an electron absorbs a phonon of energy �ω and ends up at
energy E, where in the initial state, the energy is E − �ω. Similarly, an electron
emits a phonon of energy �ω and ends up at energy E, where in the initial state, the
energy is E + �ω. These subtle transitions are not visible in the IV characteristics.
However, they show up as kinks in the first derivative (dId/dVd ), and as peaks or dips
in the second derivative (d2Id/dV 2

d ) as shown in Fig. 4.41b. This technique forms
the basis of what is known as InElastic Tunneling Spectroscopy (IETS) to probe
electron-phonon interactions in the quantum transport.
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In the low frequency/energy limit, for �ω � kBT or �ω/kBT � 1, ignoring the
higher order terms in the Taylor series, one obtains, e�ω/kBT ≈ 1 + �ω/kBT , which
leads to,

N ≈ N + 1 ≈ kBT

�ω

The emission and absorption dephasing functions take the form,

Dem(�ω � kBT ) ≈ kBT

�ω
Do(�ω)

Dab(�ω � kBT ) ≈ kBT

�ω
Do(�ω)

Approximating E + �ω ≈ E − �ω ≈ E, the scattering inflow, outflow and broad-
ening functions become,

�in
s (E) ≈ 2kBT

�ω
DoGn(E)

�out
s (E) ≈ 2kBT

�ω
DoGp(E)

�s(E) ≈ 2kBT

�ω
DoA(E)

whereA(E) = Gn + Gp. Thus, the scattering due to low energy phonons are strongly
temperature dependent.

Elastic Scattering

Using the structure of scattering inflow and outflow functions, the inflow, outflow,
and dephasing functions for elastic scattering are defined as,

Fig. 4.41 Inelastic
scattering with high energy
phonons. a Scattering
process in the energy
domain, b dId /dVd , and
d2Id /dV 2

d characteristics
showing high frequency
inelastic scattering feature
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Fig. 4.42 Momentum
relaxation scattering.
Resistance increases with the
increasing scattering strength
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�in
s (E; i, j) ≈ Del(i, k, j, l)Gn(E; k, l)

�out
s (E; i, j) ≈ Del(i, k, j, l)Gp(E; k, l)

�(
sE; i, j) ≈ Del(i, k, j, l)A(E; k, l)

where Del(i, k, j, l) is the elastic scattering function. While the inelastic scattering
is included by coupling electron and hole correlation functions Gn,p at energies
E ± �ω with the scattering inflow and outflow functions at energies E, the details
of momentum relaxation and phase relaxation scattering is included in the details of
the rank-4 tensor of scattering function Del, which we discuss later.

Since current is a directional quantity, instead of depending on the speed, it
depends on the velocity of charge carriers and hence the momentum. While the
effect of phase relaxation on the charge transport requires a more detailed discus-
sion, it is quite clear that the momentum relaxation always leads to an increase in
resistance, which is schematically shown in Fig. 4.42 with an increasing value of the
momentum relaxation strength.

Dephasing Revisited

Like any physical process, dephasing or phase breaking scattering has a life time
associated with it. According to the Heisenberg’s uncertainty principle, this life time
leads to a broadening in the density of states D(E) as shown in Fig. 4.43. The
impact of this dephasing on the charge transport depends on the details of the contact
self energies. Consider the case in which the contact broadening functions �1,2 are
constants. With or without broadening, the current is not expected to change much
since the coupling to the contacts in the additional energy range with dephasing is the
same as that without dephasing. Similarly, if the contact broadening functions show
linear dependence, the current is again expected to be independent of dephasing.

However, if the contact broadening functions �1,2 are higher in the additional
energy range of dephasing, it leads to a higher current. One should note that the
current may not be higher than the quantum of conductance per band or channel.
Furthermore, if the contact broadening functions �1,2 are smaller in the additional
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Fig. 4.43 Dephasing. The
solid (red) curve has the
contact induced broadening
only, whereas the dashed
(green) curve has additional
broadening due to
dephasing. Both plots are
peaked at the energy level εo En
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energy range of dephasing, the current decreases with dephasing. In short, while
with momentum scattering, resistance always increases, the behavior of resistance
dependence on the scattering strength is rather complex for dephasing.

At this point,we should clarify a terminology about coherent transport andballistic
transport. For coherent transport, resistance is independent of the device length, such
a transport behavior is called ballistic transport. However, the resistance sometimes
does not change with increasing length even in the presence of dephasing, which
also qualifies as ballistic transport.

Butticker Probe

One of the simplest ways to include dephasing in Landauer’s approach is by using
Butticker probe, also known as Landauer-Butticker approach. For such a probe, the
scattering self energy is given as,

�s = −iηB[I ]

and the scattering broadening function is given as,

�s = 2ηB[I ]

where ηB is the Butticker probe strength. With the inclusion of such dephasing, the
density of states may be written as a Lorentzian function for a single energy level as
follows (a good approximation to the actual density of states as shown in Fig. 4.30),

D = 1

π

γ/2

(E − εo)2 + (γ/2)2

where γ is the net broadening function and εo is the peak location. For a single energy
level, it is the sum of the contact and the scattering/dephasing broadening functions,
and is given as follows,
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Fig. 4.44 Mean free path
(λ). Transition from the
ballistic transport to the
diffusive transport
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γ = �1 + �2 + ηB

where �1,2 are scalars for a single energy level. If the contact broadening is smaller
than scattering/dephasing broadening, i.e., �1,2 � ηB, the density of states is given
as,

D = 1

π

ηB

(E − ε)2 + η2
B

which results in the broadening of the density of states due to dephasing.

From Ballistic to Diffusive Transport

While ballistic transport could be coherent or incoherent, it always refers to the
length independent transport. In this context, a certain length scale, called the mean
free path (λ), refers to a mean distance over which scattering events happen. If the
device length l is less than the mean free path λ, the resistance is length independent
in contrast to the Ohm’s law, whereas, for the device length l greater than the mean
free path λ, the resistance increases with device length in a linear fashion—similar
to Ohm’s law.

This behavior is shown in Fig. 4.44 and may be expressed as follows,

R = 1

σS
(l + λ)

For l � λ, l + λ ≈ λ, the resistance in the ballistic limit is given as,

R = λ

σS

For l  λ, l + λ ≈ l, one recovers Ohm’s law in the diffusive limit as follows,

R = l

σS
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Finally, by including appropriate scattering processes in the coherent transport,
one may simulate transport from ballistic to diffusive regime.

4.11 Selfconsistent Mean Field Transport

Under equilibrium conditions, one may calculate the equilibrium Green’s function
and hence the density matrix,

ρeq = 1

2π

∫
dE Gn

eq(E)

using which, one may calculate the equilibrium number of electrons as follows,
Neq = tr(ρeq). Under nonequilibrium conditions, the density matrix changes (ρ) and
the number of electrons (N ) change from the equilibrium condition.

Starting from Gauss’s law,
∇ · D = ρ

where D is the electric flux density. With D = εE , where E is the electric field
intensity and ε is the permittivity, one obtains,

∇ · (εE) = ρ

Since E = −∇V and U = −qV , substituting

E = 1

q
∇U

one obtains ∇ · (ε∇U ) = qρ. If the dielectric constant ε is spatially independent,
above relation is simplified to,

∇2U = q
ρ

ε

which is a familiar form of Poisson’s equation. U is also called Hartree potential
energy.11

With a change in the density matrix ρ, the potential energy changes, which should
be included in the nonequilibrium Green’s function calculation. Consequently, one
may calculate the density matrix ρ by using NEGF, which changes the Poisson’s or
Hartree potential energy as discussed above. Thus one needs to solve the Poisson’s
equation andNEGFequations selfconsistentlywith each other, also known asHartree
or Electrostatic selfconsistent loop.

11In the case of the charge free ρ = 0 region, one obtains Laplace’s equation as follows, ∇2U = 0,
which results in a potential energy with linear screening.
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In the simplest picture of capacitive charging, the selfconsistent potential energy
may be approximated as,

U = Uch
(
N − Neq

)

where N and Neq are the number of electrons under nonequilibrium and equilibrium
conditions, respectively. Uch is the charging energy, which is defined as,

Uch = dU

dN

In a simple model with capacitance C, the potential energy (U ) is given as,

U = Q2

2C

whereQ is the total charge given asQ = Nq forN electrons, where q is the electronic
charge. Thus the potential energy becomes,

U = q2N 2

2C

and the charging energy for adding N -electrons to the channel (or removing) is given
as,

U N
ch = dU

dN
= q2

C
N

For N = 1, the single electron charging energy becomes,

Uch = dU

dN
= q2

C

One should note that if the number of electrons increase, the change in the self-
consistent potential energy U is positive and hence the density of states floats up due
to the additional negative charge in the device region and hence a positive poten-
tial energy change. With a decrease in the number of electrons, the change in the
selfconsistent potential energy U is negative, which results in a downward shift in
the density of states due to the missing negative charge, which is equivalent to an
additional positive charge and hence negative potential energy.

An additional selfconsistent loop may exist for scattering. Consider the scattering
self energy, which depends on the Green’s function and vice versa, which needs to be
solved selfconsistently. For elastic scattering, the self consistency may be solved for
each energy point independently, whereas for the inelastic scattering, the transport
quantities at various energy points are coupled and hence the selfconsistent loop
involves the complete energy range of interest. With this selfconsistent loop, the
Born approximation for scattering becomes the selfconsistent Born approximation
(SCBA). These selfconsistent loops are schematically shown in Fig. 4.45 along with
a flow chart in Fig. 4.46.
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NEGF
with SCBA

Poisson
Equation

Incoherent Transport

Schrodinger
Eq (NEGF)

Poisson
Equation

Coherent Transport

in
1,2 1,2 1,2H,μ ,Σ ,Σ ρ

(NEGF)
→

in
1,2 1,2,s 1,2,sH,μ ,Σ ,Σ ρ

(NEGF-SCBA)
→

→ρ H
(Sch Eq)

→ρ H
(Sch Eq)

Fig. 4.45 Selfconsistent solution for coherent and incoherent transport

Fig. 4.46 Algorithm for selfconsistent solution. Different colors reflect various blocks in Fig. 4.45
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4.12 Beyond Mean Field Transport

The main goal of this chapter has been to introduce mean field single particle NEGF
formalism within a selfconsistent picture, where the effects of charge perturbations
due to an external bias are included in a mean field approach for a single electron.
It may be understood that NEGF breaks down if the contact couplings are weak
in the limit of �1,2 ≈ 0, where one may obtain unphysical results. For the sake of
completeness, the scattering broadening functions should also be brought into this
discussion, for which the total broadening function for NEGF-SCBA is given as,

� = �1 + �2 + �s

However, since the broadening functions are matrices, it is difficult to decide
whether the broadening is small or large. For this reason, one usually looks at the
broadening in the density of states for evaluating the total broadening in the peak
width (γ) due to the contacts and the scattering. For simplicity, let us consider a
single energy level ε for which �1,2,s are scalars and the energy spectrum may be
described by a Lorentzian, and is given as,

D = 1

π

γ/2

(E − ε)2 + (γ/2)2

If the broadening (γ) is much greater than the charging energy (Uch), i.e.Uch/γ �
1, the mean field picture is applicable.12 However, if the broadening (γ) is much
smaller than the charging energy (Uch), i.e. Uch/γ  1, the mean field picture is not
applicable. In the later case, the transport regime is called Coulomb blockade, which
may lead to interesting phenomenon like Kondo effect, etc.

Let us look at an example, where to begin with, an energy level is empty. While
putting in the first electron with ↑-spin, one may need a certain energy. ForUch/γ �
1, the next electron does not require much change in the potential energy since Uch

is small. We mostly have been dealing with such situations within mean field picture
of NEGF by simply performing calculations per spin and finally multiplying with
two for spin degeneracy.

For Uch/γ  1, the first electron with ↑-spin may require the same amount of
energy as in the mean field solution. However, the next electron with ↓-spin requires
an additional energy equal to the single electron charging energy Uch. Since Uch is
appreciable now, the↑-spin and the↓-spin electronic levels are not degenerate, rather
split with an energy difference of Uch. With multiple energy states and electrons, one
may have to find all possible excitations or configurations and eventually evaluate
probabilities of these configurations. The set of these excitations or configurations
are also known as Configuration space or Fock space, the analysis of which is beyond
the scope of this book.

12Usually a factor of 10 is used.
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For practical applications, usually, one wishes to have strong contact couplings to
have higher drive current, which requires mean field selfconsistent NEGF transport
analysis. Devices with weak contacts do have some niche applications, like single
electron detectors, etc.

In this chapter, we have discussed the electron behavior as a Fermi Gas, which
obeys Fermi-Dirac statistics. While this may be a valid assumption for a wide range
of nanomaterials, the nanoscale devices may follow the Fermi liquid behavior. More-
over, in 1D nanostructures, electrons and holesmay behave as a Tomonaga–Lüttinger
Liquid. Similarly, in 2D and 3D, electron and hole degrees of freedom may exhibit
properties of a Wigner Solid. Electrons and holes may also behave like a plasma in
some cases—a field of study known as Plasmonics. However, such topics are beyond
the scope of this book. One finds it interesting to compare these varying behaviors
of charge carriers with the fact that matter does exist in four distinct forms of gas,
liquid, solid and plasma.

Problems

4.1 For T = 300 K and 600 K, plot Fermi function. Assume μo = 0. Comment on
temperature broadening.

4.2 For E = ak3, calculate and plot density of states for one dimension.
4.3 For E = ak3, calculate and plot density of states for two dimension.
4.4 For E = ak3, calculate and plot density of states for three dimension.
4.5 For E = ak4, calculate and plot density of states for one dimension.
4.6 For E = ak4, calculate and plot density of states for two dimension.
4.7 For E = ak4, calculate and plot density of states for three dimension.
4.8 In Fig. 4.33 for 1D, the bias independent transmission is either zero (where

band is absent) or one (where band is present). However, in the bias dependent
transmission, the transmission has fractional values aroundE=−2 eVand some
other points. Qualitatively explain the fractional nonequilibrium transmission.
Note that one would get similar trends in problem 4.9.

4.9 One wishes to have parabolic band over an energy range of 1 eV.With a choice
of finite difference lattice, what should be the minimum lattice constant a if
the effective mass is equal to the free electron mass. Explain your answer.

4.10 Calculate the value of the Fermi’s function for,

(a) E = μo

(b) E = ∞
(c) E = −∞

4.11 Using single orbital basis set for a 1D channel and contacts with t = 1 eV, for
a device with nine atoms, calculate and plot self energy for E = −3 eV to 3
eV with energy grid spacing of 0.1 kBT . Assume a linear voltage drop with
U = −qVd [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9]. Assume T = 300 K and μ = 0.

4.12 Using single orbital basis set for a 1D channel and contacts with t = 1 eV, for
a device with 9 atoms, calculate and plot equilibrium transmission for E = −3
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Fig. 4.47 Problem 4.15
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eV to 3 eV with energy grid spacing of 0.1 kBT . Assume a linear voltage drop
with U = −qVd [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9]. Assume T = 300 K and μ
= 0.

4.13 Using single orbital basis set for a 1D channel and contacts with t = 1 eV,
for a device with 9 atoms, calculate and plot nonequilibrium transmission at
Vd = 0.5V and Vd = 1V with energy grid spacing of 0.1 kBT . Assume a linear
voltage drop with U = −qVd [0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9]. Assume T =
300 K and μ = 0.

4.14 Using single orbital basis set for a 1D channel and contacts with t = 1 eV, for
a device with 9 atoms, calculate and plot IV characteristics for Vd = zero to 1
V. Comment on the relationship between the value of current and the quantum
of conductance. Assume a linear voltage drop with U = −qVd [0.1 0.2 0.3 0.4
0.5 0.6 0.7 0.8 0.9]. Assume T = 300 K and μ = 0.

4.15 For a 1D channel with ideal contacts (no reflection), the band structure is shown
in Fig. 4.47, draw equilibrium transmission plot.

Research Assignment

R4.1 For silicon, use sp3 tight binding Hamiltonian to calculate the band structure
and the density of states. By using Fourier transform, calculate transmission
in � − H [100] direction.
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Chapter 5
Charge Based Devices

In this chapter, we discuss ideal and nonideal conduction behavior of various two
terminal and three terminal nanodevices based on semiconducting channels. The end
of chapter problems encourage the enthusiastic reader to couple NEGF formalism
from the previous chapter to the IV characteristics of the nanodevices discussed in
this chapter. For the two terminal devices, the channel is connected to the source and
the drain contacts, using which one may inject electrons or holes into the channel
and extract electrons or holes out of the channel. Source and drain contacts are also
referred to as cathode and anode, respectively, with reference to the electron injection
and the extraction. For the three terminal devices, the third contact (called gate) is
used to electrostatically control the channel to switch the device between ON and
OFF states. The current through the gate contact is usually undesirable and hence
termed as the gate leakage current. However, in certain devices like nonvolatile flash
memory,1 this leakage current may be made use of, which we discuss in Chap. 7.

The charge transport could be unipolar or bipolar, i.e. whether the dominant trans-
port consists of one polarity of charges (i.e. electrons or holes) or both electrons and
holes contribute to the device current. Strictly speaking, since the semiconductor has
both conduction and valence bands and hence electrons and holes as the charge carri-
ers, both electron andhole currents flowat nonzero temperature under nonequilibrium
conditions. However, if either the electron current or the hole current is much smaller
and may be ignored, the device is termed as unipolar. For our discussion it becomes
important, since in unipolar devices, one has to calculate the transport through one
of the two bands, i.e. either the conduction or the valence bands for electron or hole
transport, respectively. On the other hand, in bipolar devices, the current is calcu-
lated by using a two band model. Furthermore, the conduction through the valence
band and the conduction band is assumed independent of each other, which is a valid
assumption in the absence of scattering.

1A nonvolatile memory keeps its memory state stored during power cycle, whereas a volatile
memory looses information during power cycle.
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We start the discussion with a two terminal bipolar pn junction diode consisting
of a bilayer of p-type and n-type semiconductors. This device is also used as a
rectifier. Next, we discuss a bipolar Zener diode, which is a special kind of pn
junction device with degenerately doped2 n-type and p-type semiconductors. The
last two terminal device we discuss is a unipolar resonant tunneling diode, which
is a multilayer structure of metal, insulator and semiconductor materials. Due to
the unique tunneling probabilities and transmission function, this diode leads to a
negative differential resistance. This phenomenon has been used in bistable circuit
applications, like memories and oscillators, etc.

The three terminal device we discuss is a unipolar field effect transistor (FET),
where the electric field due to gate voltage controls the channel conduction. The
channel is electronically isolated from the gate contact by using a dielectric, with a
goal of minimal wavefunction overlap between the channel and the gate contact. If
the gate contact is made of metal and the dielectric is an oxide, the transistor is also
called MOSFET (metal-oxide-semiconductor FET).3 Indeed, there are FETs where
the gate is polysilicon and the dielectric is an insulator other than an oxide. While
the role of gate dielectric in FET is to enable highest possible electric field with
smallest leakage current, the gate stack may also be engineered in the nonvolatile
flashmemory to enable charge storage in the storage node housed in the gate dielectric
region as discussed in Chap. 7.

5.1 pn Junction Diode

Consider the isolated p-type and n-type semiconductors in Fig. 5.1a. The band dia-
gram E(x) for the two isolated materials is shown under equilibrium conditions in
Fig. 5.1b.

After joining the p-type and n-type semiconductors together, one forms a depletion
region around the metallurgical junction as shown in Fig. 5.1c. The circuit symbol
is shown as well. The associated band diagram for the pn junction diode is shown
in Fig. 5.1d under equilibrium condition.4 One should note that the conduction and
the valence bands bend around the depletion region, which represents a change in
the potential energy. At the interface, holes from the p-type region and electrons
from the n-type region cross the metallurgical interface [shown by the dashed line
in Fig. 5.1c, d] and eventually recombine leaving behind negatively charged ionized
acceptors andpositively charged ionizeddonors, respectively, schematically shown in
Fig. 5.1d. The negative ionized acceptor charges inside the depletion region in p-type
semiconductor and the positive ionized donor charges in the n-type semiconductor

2Doping on the order of 1018 − 1020 cm−3.
3MOSFET is usually justwritten asMOS—aconventionwealso follow in this bookunless otherwise
necessary.
4At equilibrium, one would have the same equilibrium chemical potential energy (μo) throughout
the device.
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Fig. 5.1 pn junction diode. a Isolated p-type and n-type semiconductors. b Energy band diagram
for the isolated p-type and n-type semiconductors. c Schematic device structure of the pn junction
diode and the circuit symbol. d Depletion region charges, equilibrium energy band diagram, and
electric field profile for the pn junction diode

lead to an intrinsic electric field in the depletion width, which has a negative value
as shown in Fig. 5.1d.

This electric field is also manifested by the band bending in the conduction band
and the valence band. Since the potential energy (P.E.) with respect to a constant
reference energy (Eref) is defined as,

P.E.(x) = Ec(x) − Eref

which also equalsP.E. = −qV , where V is the potential that relates to themagnitude
of the electric field intensity in 1D as, E = −dV/dx, which leads to,

E = 1

q

dEc

dx

where dEref/dx = 0. Thus, the band bending in the conduction band and the valence
band at equilibrium reflects intrinsic electric field in the device region. One should
also note that the pn junction diode has an intrinsic electric filed intensity, but the
current is still zero under equilibrium condition. It is important to emphasize that it
is not the electric field intensity which leads to a net current, rather a difference in
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the chemical potential energies and hence the difference in the Fermi’s functions of
the two contacts as given in (4.5). This happens under nonequilibrium conditions.

Ideal Behavior

The assumptions for an ideal pn junction diode analysis are as follows,

(1) 1D analysis with unity transmission.

(2) No scattering processes.

(3) No breakdown.

(4) No RG (recombination and generation of electron-hole pairs) processes.

(5) No light.

(6) No series resistance.

Using the above assumptions, one may deduce that the current flowing through
the diode at finite temperature T (in K) with an applied bias VA across the depletion
width. Since the pn junction diode is a bipolar device, both electron and hole currents
(In and Ip) are important, and the total current is given as,

ID = In + Ip

Starting with Landauer’s equation (4.5), one may write the electron current as,

In = 2q

h

∫ +∞

−∞
dE Tn(E)

[
f1(E) − f2(E)

]

where, the transmission through the conduction band (see Fig. 5.2) is a Heaviside
function, and is given as,

Tn(E) =
{
1 Ec(p) < E ≤ ∞
0 −∞ ≤ E ≤ Ec(p)

The electron current thus becomes,

In = 2q

h

∫ +∞

Ec(p)

dE
[
f1(E) − f2(E)

]
(5.1)

where Ec(p) is the value of the conduction band edge at the p-side of the junction and
is bias dependent, since the conduction band edge moves with the applied bias as
follows,

Ec(p) = Eco(p) − qVA

where Eco(p) is the equilibrium conduction band edge at the p-side.
The n-side (contact 1) is connected to the ground for which, μ1 = μo, and the p-

side (contact 2) is connected to the positive terminal of the voltage source for which,
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Fig. 5.2 pn junction diode. Transmission at equilibrium (VA = 0), and as a function of the forward
bias (VA > 0) and the reverse (VA < 0) bias

μ2 = μo − qVA. The Fermi’s functions for the two contacts (p-side and n-side regions
of the junction) are given as,

f1,2(E) = 1

1 + e(E−μ1,2)/kBT

By substituting the Fermi’s function of the two contacts in (5.1), it can be shown
that,

In ∝ [
eqVA/kBT − 1

]

which leads to,
In = Ino

[
eqVA/kBT − 1

]

where Ino is the proportionality constant and is related to q, h, kB, T , and material
parameters.

Similarly, it may be shown that the hole current is given as,

Ip ∝ [
eqVA/kBT − 1

]

which leads to,
Ip = Ipo

[
eqVA/kBT − 1

]

where Ipo is the proportionality constant and is related to q, h, kB, T , and material
parameters. The total diode current is then given as,
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ID = In + Ip = (
Ino + Ipo

) [
eqVA/kBT − 1

]

Putting Io = Ino + Ipo, one obtains the well known ideal diode current equation
as follows,

ID = Io
[
eqVA/kBT − 1

]
(5.2)

which gives the rectifying IV characteristics as shown in Fig. 5.3 on a linear scale
and in Fig. 5.4 on a logarithmic scale.

For the applied voltage VA � −3kBT/q, eqVA/kBT ≈ 0, hence the current is bias
independent and given as,

ID ≈ −Io

Io is also called the reverse leakage current and is shown in Fig. 5.3.
Similarly for VA � +3kBT/q,

Fig. 5.3 pn junction diode.
Ideal IV characteristics on a
linear scale

AVoI−

DI

Fig. 5.4 pn junction diode.
Ideal IV characteristics on a
logarithmic scale
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ID ≈ IoeqVA/kBT

ln(ID) ≈ ln(Io) + qVA

kBT

where the slope is given as,
∂ [ln(ID)]

∂VA
≈ q

kBT
(5.3)

as shown in Fig. 5.4. Since the slope is temperature dependent and involves only a
universal constant and the charge of an electron, a pn junction diode is used as a
highly sensitive temperature sensor.

Nonideal Behavior

Next we discuss the nonideal behavior of the pn junction diodes. Such nonideal
behavior usually involves scattering, which may be included in NEGF by using a
scattering self energy as discussed in the previous chapter.

By including scattering due to RG (recombination and generation) processes
involving electron-hole pairs, an additional current flows, which is given as,

IRG = IoRG
[
eqVA/2kBT − 1

]
(5.4)

with a slope of,
∂ [ln(IRG)]

∂VA
= q

2kBT
(5.5)

The total current (including RG current) is thus given as,

ID = Io
[
eqVA/kBT − 1

] + IoRG
[
eqVA/2kBT − 1

]
(5.6)

where, Io � IoRG as shown in Fig. 5.5. Additionally, the current saturates at high bias
due to series resistance effect (which consists of the contact resistance and the finite
resistance of p-type and n-type regions). Given the total bias of VB, the applied bias
VA across the depletion region is given as,

VA = VB − IRs

Current in (5.6) is then given as,

ID = Io
[
eq(VB−IRs)/kBT − 1

] + IoRG
[
eq(VB−IRs)/2kBT − 1

]
(5.7)

Finally, with large reverse bias, the reverse leakage current increases due to
avalanche process enabled by a high electric field intensity as shown in Fig. 5.6.
The avalanche breakdown is a chain reaction, where a high energy electron gives
off its excess energy to an electron in the valence band and creates an electron-hole
pair. The generated electrons lead to further avalanche scattering in addition to the
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Fig. 5.5 pn junction diode.
Nonideal IV characteristics
on a logarithmic scale under
forward bias

Fig. 5.6 pn junction diode.
Nonideal IV characteristics
on a linear scale under
reverse bias

AVoI−

DI

BRV−

original electrons resulting in amultiplicative process. Avalanche breakdownmay be
included within NEGF equations by including an inelastic interband scattering self
energy. Avalanche breakdown leads to defect generation as well as heat dissipation,
which may lead to device degradation. Therefore, it is instructive not to operate this
diode in the avalanche breakdown regime.

5.2 Zener Diode

With low or moderate doping, the depletion width is large, usually in microscale.
However, with degenerate doping of the p-type and the n-type regions, the depletion
width is on the order of few tens of nanometers. Depletion widths of up to 10nm are
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AV

(a)

(b) (c)

Fig. 5.7 Zener diode. a Device structure and circuit symbol. b Band diagram under equilibrium,
and nonequilibrium conditions. c IV characteristics under reverse bias

achievable with p++–n++ Zener diodes.5 The device structure and circuit symbol
are shown in Fig. 5.7a.

Under negative bias VA, electrons from the valence band of p-type semiconductor
quantummechanically tunnel through the nanoscale depletionwidth into the conduc-
tion band of the n-type semiconductor as shown in Fig. 5.7b. This leads to a different
kind of breakdown called Zener Breakdown and happens at rather low voltage called
Zener voltage (VZ ) (within 4 − 6 Eg/q, where Eg is the semiconductor bandgap) as
shown in Fig. 5.7c. This is one of the key features of the Zener breakdown that distin-
guishes it from the Avalanche breakdown. Furthermore, since Zener diode does not
involve any scattering processes rather a gentle tunneling process, it does not lead to
any defect generation and heat dissipation. The Zener diodes may thus be operated
in the breakdown regime over much longer time duration than the Avalanche diodes.
Zener diodes may also be gated to make a three terminal tunnel transistor, which
shows very high ON/OFF current ratios under small supply voltage requirements.

5.3 Field Effect Transistor

Let us consider three terminal devices and the associated circuit symbols. The con-
duction through these devices may be electrostatically controlled by using an appro-
priate polarity and the magnitude of the gate voltage. The p-channel MOS (generally
referred to as pMOS) is shown in Fig. 5.8a, where the source and the drain con-
tacts consist of degenerately doped p++ regions, and the substrate consists of n-type
semiconductor. The source/drain contacts and the substrate interface thus form pn

5The superscript ++ denotes degenerate doping.
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Fig. 5.8 Metal-oxide-semiconductor field effect transistor. Schematic device structure and circuit
symbol for a pMOS, and b nMOS

junction diodes, which are connected back to back—thereby turning the transistor
OFF in the absence of a gate voltage. However, by applying an appropriate negative
gate voltage, onemay accumulate enough holes at the substrate/gate interface to form
an inversion layer and hence a p-channel between the source and the drain, thereby
turning the transistor ON.

Similarly, an n-channel MOS (generally referred to as nMOS) is shown in
Fig. 5.8b, where the source and the drain contacts consist of degenerately doped
n++ regions, and the substrate consists of p-type semiconductor. In this case, by
applying a large enough positive gate voltage, one may accumulate enough electrons
at the substrate/gate interface to form an n-channel between the source and the drain,
thereby turning the transistor ON.

Electrostatics

For an nMOS, isolated band diagrams for the source, channel, and drain are shown
in Fig. 5.9a. nMOS with source/drain contacts shown in Fig. 5.8b may be thought of
as two back-to-back connected pn++ junction diodes. Due to this similarity, the band
diagram of the channel and the source/drain contacts looks like a series combination
of the band diagrams of two pn junction diodes as shown in Fig. 5.9b. The band
diagram for a shorter channel length is also shown in Fig. 5.9c.

For VDS = 0,6 we next discuss the band diagrams for various polarities of the gate
voltages. For VGS = 0,7 the electron in the source contact see a barrier as shown in
Fig. 5.10a. For VGS > 0, the barrier may be lowered as shown in Fig. 5.10b leading to
ON state of the transistor. Similarly, for VGS < 0, the barrier height may be increased
as shown inFig. 5.10c, leading to theOFF state of the transistor. It should be noted that

6VDS = VD − VS. Usually, source contact in an nMOS is connected to ground and in a pMOS is
connected to the supply voltage.
7VGS = VG − VS.
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(a)

(b)

(c)

Fig. 5.9 nMOS. Equilibrium band diagram for a isolated source, channel and drain, b nMOS with
a long channel, c nMOS with a short channel

0>GSV

0=GSV(a)

(c)

(b)

0<GSV

Fig. 5.10 nMOS. Energy band diagram as a function of the gate voltage for a VGS = 0, b VGS > 0
and c VGS < 0

with a finite drain voltage, the OFF current may never be zero at a finite temperature
due to the exponential nature of the Fermi’s function as discussed later.

Without the degenerately doped source and drain contacts the device is called a
MOS capacitor where the first terminal is the gate contact and the second terminal
is usually the channel itself. In reference to the nMOS in Fig. 5.11a, MOS capacitor



150 5 Charge Based Devices

with p-type substrate is shown in Fig. 5.11b, the analysis of which would be helpful
in understanding nMOS operation.

Assuming that the work function of the metal and the silicon match, one obtains
flat bands under equilibrium conditions as shown in Fig. 5.11c. The capacitance
corresponding to this flat band condition is called the flat band capacitance (CFB) and
is shown in Fig. 5.12with a flat band voltage (VFB) of zero in this case.8 However,with
a difference in the chemical potential energies of the metal and the semiconducting
channel, the flat band voltage is nonzero.

For the p-type substrate, with VG < 0, majority carrier holes are accumulated
at the oxide-semiconductor interface as shown in Fig. 5.11d, resulting in a parallel
plate capacitor with the accumulation capacitance equal to the oxide capacitance as
follows,

Cacc = Co = S
Koxεo

tox
(5.8)

and is shown in Fig. 5.12, where Kox is the relative dielectric constant of oxide film9

and tox is the oxide thickness. S is the cross sectional area of the gate contact.
With an increasing VG > 0, the majority carrier holes are repelled from the oxide-

semiconductor interface, giving rise to an increasing depletion region of width W
as shown in Fig. 5.11e. This results in another capacitance in series with the oxide

cE
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M  O  S
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Fig. 5.11 MOS Capacitor. a nMOS device structure. b MOS capacitor device structure. Band
diagrams and charge profiles under c flat band, d accumulation, e depletion, and f inversion

8While we discuss electrostatic capacitance here, the discussion of quantum capacitance is beyond
the scope of this book.
9Kox = 3.9 for silicon dioxide.
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Fig. 5.12 CV characteristics
of MOS capacitor with
p-type substrate
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capacitance, which decreases with increasing depletion width. The net depletion
capacitance is then given as,

Cdep = Co||Cs = CoCs

Co + Cs
= Co

1 + Kox W
Kstox

(5.9)

With further increase in VG, the minority carrier electrons start to collect at the
oxide-semiconductor interface. At a certain gate voltage, called the threshold voltage
(VTN) for nMOS, the minority carrier density becomes equal to the ionized dopant
density in the depletion region.10 For VG = VTN, the depletion width is given as WT ,
and the depletion capacitance is as follows,

Cdep(VG = VT ) = Co||Cs = CoCs

Co + Cs
= Co

1 + Kox WT
Kstox

For VG > VTN, the minority carrier density becomes greater than the ionized
dopant density at the oxide-semiconductor interface, and the channel becomes
inverted as shown in Fig. 5.11f, which in an nMOS results in the ON state of the
transistor.

The minority carriers have a RG (recombination generation) lifetime on the order
ofmicroseconds. Under low frequency excitation (less than about 1MHz), theminor-
ity carriers follow the change in the gate voltage and hence the minority carrier
inversion layer follows the gate voltage. Thus, the inversion capacitance under low
frequency (LF) excitation is equal to the oxide capacitance as shown in Fig. 5.12 and
given as follows,

Cinv(LF) = Co = S
Koxεo

tox
(5.10)

10The region below the threshold voltage (VTN), i.e. VG < VTN for nMOS, is called subthreshold
region.
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However, under high frequency (HF) gate voltage excitation, the minority carriers
lag behind, which results in the depletion width edge following the gate voltage, and
the inversion capacitance gets pinned at,

Cinv(HF) = Co

1 + Kox WT
Kstox

(5.11)

While the above discussion of CV characteristics is for MOS capacitors, it may
also be applied to MOSFETs with a key difference that under inversion conditions,
theminority carrier electrons do not have to come from the electron-hole pair thermal
generation process, rather theymay be injected from the source/drain contacts, which
are highly doped n++-type semiconductors. Therefore, CV characteristics of a MOS
transistor looks exactly like that of a LF MOS capacitor. Apart from this, there is
no speed penalty for minority carrier injection in a MOS transistor. This enables
picosecond (THz) operation at the device level, which is instrumental to achieve
nanosecond (GHz) operation at the circuit level.

We discuss nMOS in this section, but similar discussion applies to the pMOS
with opposite polarity of the gate voltage. Indeed, the threshold voltage for pMOS is
negative and is given as VTP. In order to achieve inversion in a pMOS to turn it ON,
VGS < VTP.

Ideal Behavior

The assumptions for an ideal MOSFET analysis are as follows,

(1) 1D analysis with unity transmission.

(2) No scattering processes.

(3) No breakdown.

(4) No RG processes.

(5) No light.

(6) No series resistance.

Starting with the Landauer’s equation, the channel current is as follows,

I = 2q

h

∫ +∞

−∞
dE T (E)

[
f1(E) − f2(E)

]

where the transmission is shown in Fig. 5.13 as a function of gate bias. Since FET is
a unipolar device, we calculate the transport through the conduction band only for
an nMOS, and through valence band only for pMOS.

For an nMOS, the channel current becomes,

ID = 2q

h

∫ +∞

Ec(ch)

dE
[
f1(E) − f2(E)

]
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Fig. 5.13 nMOS. Transmission as a function of the gate voltage

where Ec(ch) is the value of the conduction band edge in the channel region and is
gate voltage dependent. The conduction band edge moves with the gate voltage as
follows,

Ec(ch) = Eco(ch) − qVG

m
,

where Eco(ch) is the equilibrium conduction band edge for the channel and m is the
body factor given as,

m = 1 + Cdep

Cox
. (5.12)

where Cdep is the depletion capacitance. The body factor describes the electrostatic
control of the gate on the channel, and is ideally unity.

While we ignore the effect of VDS here, the conduction band edge is drain bias
dependent too and in fact varies nonlinearly from the source to the drain under a
finite source-drain voltage VDS.

The channel current shown in Fig. 5.14 is thus given as,

ID = 2q

h

∫ +∞

Eco(ch)−qVG

dE
[
f1(E) − f2(E)

]

For (VGS − VTN) ≤ −3kBT/q, the transfer characteristics (ID − VGS) are as fol-
lows,

ID = IDoeqVGS/kBT (5.13)
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Fig. 5.14 nMOS. ID − VGS
transfer characteristics on a
linear scale

mg=slope

TNV
GSV

DI

where IDo is drain voltage dependent and is zero under equilibrium conditions, i.e.
VDS = 0.

Rearranging the channel current as,

ln(ID) = ln(IDo) + qVGS

kBT

log10(ID) = log10(IDo) + qVGS

2.3 × kBT

gives a slope of,

∂
[
log10(ID)

]
∂VGS

= q

2.3 × kBT

The inverse subthreshold slope is then defined as follows,

S =
[

∂
[
log10(ID)

]
∂VGS

]−1

= 2.3 × kBT

q
(5.14)

which at room temperature is about 60 mV/decade as shown in Fig. 5.15.
For (VGS − VTN) ≥ 3kBT/q,

ID = gm (VGS − VTN)

where gm is the transconductance, which is as follows,

gm = ∂ID

∂VGS
(5.15)
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Fig. 5.15 nMOS. ID − VGS
transfer characteristics on a
logarithmic scale at room
temperature showing
60 mV/decade of inverse
subthreshold slope
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Fig. 5.16 nMOS. ID − VDS
output characteristics on a
linear scale
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and is shown in Fig. 5.14.
While it is not straightforward to derive an analytical expression for the output

(ID − VDS) characteristics, it may be calculated by using NEGF formalism discussed
in Chap.4, and is shown in Fig. 5.16. Clearly, there are two regions in the output
characteristics; a linear region also called triode region and a saturation region above
a drain bias written as VDS,sat.

By using the output characteristics, one may calculate the output resistance as,

ro = ∂VDS

∂ID
(5.16)

Finally, the voltage gain is defined as follows,

Av = ∂VDS

∂VGS
= ∂ID

∂VGS

∂VDS

∂ID

and given in terms of the transconductance (gm) and output resistance (ro) as follows,
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Av = gmro (5.17)

A gain value greater than unity is desirable for a transistor working as an amplifier.
Operating a transistor in the saturation region of the output characteristics helps to
achieve a higher output resistance, and hence a higher gain.

Nonideal Behavior

Consider the body factor again,

m = 1 + Cdep

Cox

Under ideal conditions,Cdep � Cox, and hence onemay ignore theCdep/Cox ratio,
which gives m ≈ 1 and hence an inverse subthreshold slope of S = 2.3 kBT/q (about
60 mV/decade at room temperature). The gate voltage induced barrier in the channel
region follows the gate voltage variation with one-to-one correspondence. However,
for nanoscale transistors, the body factor may have a value much greater than unity,
in which case, one has to include the body factor in (5.14) as follows,

S = 2.3
kBT

q
× m

It thus becomes difficult to turn a transistor OFF. In fact, m = 2 − 3 are not
unheard of, which gives S = 120 − 180 mV/decade respectively. For a longer chan-
nel device, the influence of the source-drain voltage on the barrier height for electrons
injected from the source contact is negligible as shown in Fig. 5.17a. However, with
device scaling, a positive drain voltage may lead to a drop in the barrier height,
known as drain induced barrier lowering (DIBL) as shown in Fig. 5.17b, where the
blue dashed line schematically shows the location of the barrier close to the source
contact in the absence of VDS. With such a drain voltage the transfer characteristics
show higher OFF current as shown in Fig. 5.17c.

With the channel length scaling, the barrier width may also become small enough
that charge carriers may simply tunnel through the channel as shown in Fig. 5.18.
This phenomenon is termed as source-drain tunneling leakage and should not be
confused with the OFF current. With the barrier modification due to the drain bias,
this source-drain leakage may become even more severe.

5.4 Resonant Tunneling Diode

Consider the multilayer device structure shown in Fig. 5.19, where a semiconductor
film is sandwiched between two insulating films, probed by two semiconducting
contacts. This unipolar device is called resonant tunneling diode (RTD). If we were
to replace the right contact by a metal, the device operating principle still remains the
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Fig. 5.17 nMOS DIBL.
Band diagram for a long
channel nMOS, and b short
channel nMOS. c Effect of
DIBL on the subthreshold
characteristics
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same. The key requirement is that one of the two contacts should be a semiconductor.
Furthermore, the middle semiconducting region could be a semiconducting film, a
quantum dot, or a molecule with quantized energy levels.

The equilibrium band diagram for this device is shown in Fig. 5.19a, where the
blue dashed line represents the equilibrium chemical potential energy (μo) and the
black solid lines show the conduction band profile in various regions. Due to the
quantization in the transport direction, the energy levels are shown in the middle
semiconducting region.

To begin with as shown in Fig. 5.19b, the energy levels are far from the chemical
potential energy, i.e. in offresonant state, therefore the current is small as shown in
Fig. 5.20. In this state, the current increases with increasing bias.

With a positive bias on the right contact, the energy levels move downward and
at a certain bias as shown in Fig. 5.19c, the energy level becomes resonant with
the chemical potential energy of the left contact, which results in increasing current
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Fig. 5.19 RTD. Band diagram under a equilibrium, b increasing bias, c resonance, and d negative
differential resistance condition
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as shown in Fig. 5.20. With a further increase in the applied bias, the energy level
moves downwards as shown in Fig. 5.19d, which results in zero coupling resulting in
a reduced transmission. In this energy range, the current decreaseswith the increasing
bias.

The maximum current and the minimum current in this region are called the peak
current (Ipeak) and the valley current (Ivalley), respectively. Since dID/dVA or dVA/dID

is negative in this range, this phenomenon is called negative differential conductance
(NDC) or negative differential resistance (NDR). One should note that the conduc-
tance (ID/VA) and resistance (VA/ID) remain positive. It is the differential conduc-
tance (∂ID/∂VA) and differential resistance (∂VA/∂ID) that become negative. With
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a further increase in the applied bias, if additional energy levels enter the conduc-
tion window, the current starts to increase again as shown in Fig. 5.20. This bistable
behavior may be used in oscillators, memories, and various other applications.

Problems

5.1 pn junction diode. Using single orbital basis set for a 1D channel and contacts
with t = 1 eV, for a device with nine atoms, the approximate conduction band
profile (to be added to the diagonal of the Hamiltonian) is shown in Fig. 5.21
and given as,
[0 0 0 0.25 0.50 0.75 1 1 1]
Calculate the IVcharacteristics for the conduction band (only) of this pn junction
diode with bias applied to contact 2 (the p-region) with –1 V to 1V range.
Assume the voltage drop across the middle five atoms as below,
U = [0 0 linspace(0,–V,5) –V –V]
Take μo = –2 eV.

5.2 Resonant Tunneling Diode. Using single orbital basis set for a 1D channel
and contacts with t = 1 eV, for a device with nine atoms, the approximate
conduction band profile (to be added to the diagonal of the Hamiltonian) is
shown in Fig. 5.22 and given as,
[0 1 1 0 0 0 1 1 0]

Fig. 5.21 Problem 5.1

Fig. 5.22 Problem 5.2
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Fig. 5.23 Problem 5.3

Calculate the IV characteristics for the conduction band (only) of this resonant
tunneling diode with bias applied to contact 2 with 0V to 1V range. Assume
the voltage drop across the middle seven atoms as below,
U = [0 linspace(0,–V,7) –V]
Take μo = –2 eV.

5.3 Field Effect Transistor. Using single orbital basis set for a 1D channel and
contacts with t = 1 eV, for a device with 9 atoms shown in Fig. 5.23, calculate
the output (Id–Vds) characteristics for the conduction band (only) of this channel
with bias applied to contact 2 with 0 to 0.2V range. Assume a linear voltage
drop across the device due to drain voltage.
For the gate voltage, the conduction band profile (to be added to the diagonal
of the Hamiltonian) is shown below and is given as,
[0 Vg Vg Vg Vg Vg Vg Vg Vg Vg 0]
Calculate the transfer (Id–Vds) characteristics for a drain bias of 0.1V and gate
voltage range of 0V to −1 V.
Take μo = –2 eV.

5.4 What is the value of the inverse subthreshold slope for an ideal FET at room
temperature?

5.5 If IG = 1µA for VG = 0.1V and IG = 10µA for VG = 0.2V, determine inverse
subthreshold slope.

5.6 Howdoes the subthreshold performanceof the transistor in problem5.5 compare
with an ideal FET if one compares the respective inverse subthreshold slopes?

Research Assignments

R5.1 For an armchair graphene nanoribbon of atomic width 3, calculate the transfer
(Id–Vgs) characteristics for a drain bias of 0.1V and gate voltage range of 0V
to −5 V. The channel consists of four unit cells. Source and drain contacts
consist of armchair graphene nanoribbons of atomic width 5. t = −3 eV.



Chapter 6
Spin Based Devices

In the previous chapter, we discuss devices that control the flow of electrons or
holes by making use of an electrostatic potential (intrinsic or extrinsic). Charge
carriers (electrons and holes) have an additional degree of freedom in the form of
spin, which may be thought of as a net magnetic moment pointing in two opposite
directions, which are taken as either up-spin (↑-spin) or down-spin (↓-spin).1 In
this chapter, we discuss the spin dependent properties of materials and how one
may use them in devices—an area of immense scientific and technological interest,
known as Spintronics. We start the discussion with the magnetic, electronic, and
transport properties of ferromagnetic (FM) materials. Next, we discuss GMR (giant
magnetoresistance) and MTJ (magnetic tunnel junction) devices. Finally, devices
based on spin transfer torque (STT) are discussed.

6.1 Ferromagnetic Materials

Ferromagneticmaterials are the commonmagnets.With appliedmagnetic field inten-
sity (H) in a certain direction, a netmagnetization (M) is developed in thesematerials.
Such a magnetization M–H curve is shown in Fig. 6.1. Even for the applied mag-
netic field (H) approaching zero, a net remanent magnetization or remanence (Mr)
is retained in the material. To reduce the magnetization to zero, additional magnetic
field intensity is required, known as coercivity or coercive field (Hc) as shown in
Fig. 6.1.

Generally, the net magnetizationM may be written as a function of magnetization
m of individual electrons as follows,

1There are two kinds of magnetizations associated with an electron, one due to its spin and the other
one due to its orbital motion.
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Fig. 6.1 Magnetization
curve of a ferromagnet

H 

M 

-Hc 

Mr 

M =
N∑

i=1

mi

where N is the total number of electrons with individual magnetization mi. Further-
more, the magnetic flux density is given as,

B = μo (H + M) (6.1)

whereM = χmH, which gives B = μo (1 + χm)H, where the magnetic susceptibil-
ity (χm) is given as,

χm = ∂M

∂H

Since spins may be associated with two distinct directions, the magnetization
due to ↑-spin and ↓-spin electrons is respectively given as,M↑ = N↑m

↑
s andM↓ =

N↓m
↓
s ; where N↑ and N↓ are the number of ↑-spin and ↓-spin electrons, respectively,

andm↑
s andm↓

s are the magnetizations of the individual ↑-spin and ↓-spin electrons,
respectively. The net magnetization is thus given as,

M = M↑ + M↓

The reference direction for spinmagnetization is usually taken along z-axis, which
gives the magnetization due to ↑-spin and ↓-spin electron as follows,

m↑
s = +�

2
z

m↓
s = −�

2
z
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The factor of 1/2 is due to the Fermion nature of electrons. The net magnetization
is thus given as,

M = (
N↑ − N↓

) �

2
z

which may be aligned along +z for
(
N↑ > N↓

)
and vice versa. Here we introduce

a new terminology about spin in addition to the ↑-spin and ↓-spin terms, namely
majority spin and minority spin. The spin orientation that has the larger number of
electrons is called the majority spin and the one that has lesser number of electrons
is called the minority spin.

Thus for a material with N↑ > N↓, Nmaj = N↑ and Nmin = N↓; whereas for N↓ >

N↑, Nmaj = N↓ and Nmin = N↑. The magnetic polarization (P) of a ferromagnetic
material is given as,

P = Nmaj − Nmin

Nmaj + Nmin
(6.2)

which is always a positive quantity. For Fe, the polarization has a value of about 0.45.
The band structure of a nonmagnetic (NM) material has degenerate bands for

↑-spin and ↓-spin electrons, as discussed in Chap. 3, which allows one to perform
calculations for only one spin and multiply the final result by two for various quan-
tities of interest as discussed in Chap. 4. The case for ferromagnet (FM) materials is
rather different. The band structure for ↑-spin and ↓-spin electrons may be written
as follows,

E = Ec↑ + �
2k↑2

2m
(6.3)

E = Ec↓ + �
2k↓2

2m
(6.4)

where Ec↑ and Ec↓ are the conduction band edges for ↑-spin and ↓-spin bands,
respectively.2 The conduction band edge of the majority band is lower than that of
the minority band as shown in Fig. 6.2. The difference in the band edges between the
↑-spin and ↓-spin bands is called Exchange Split, given as, |Ec↑ − Ec↓|.

Within the 1D tight binding approximation, Hamiltonian matrix for the ↑-spin
band with the conduction band edge Ec↑, is given as,

[H ]↑ =

⎡

⎢⎢⎢⎢⎢⎣

E↑
c + 2t −t 0 0 · · ·
−t E↑

c + 2t −t 0 · · ·
0 −t E↑

c + 2t −t · · ·
0 0 −t E↑

c + 2t · · ·
· · · · · · · · · · · · · · ·

⎤

⎥⎥⎥⎥⎥⎦
(6.5)

2Ec↑ andEc↓ are indeed equal to each other for a paramagnetic material in the absence of amagnetic
field.
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Fig. 6.2 Band structure of a
ferromagnet
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with the corresponding dispersion relation E(k) = E↑
c + 2t

[
1 − cos(k↑a)

]
,

where a is the lattice constant. Similarly, for the ↓-spin band, the Hamiltonian matrix
with the conduction band edge Ec↓, is given as,

[H ]↓ =

⎡

⎢⎢⎢⎢⎢⎣

E↓
c + 2t −t 0 0 · · ·
−t E↓

c + 2t −t 0 · · ·
0 −t E↓

c + 2t −t · · ·
0 0 −t E↓

c + 2t · · ·
· · · · · · · · · · · · · · ·

⎤

⎥⎥⎥⎥⎥⎦
(6.6)

with the corresponding dispersion relation E(k) = E↓
c + 2t

[
1 − cos(k↓a)

]
.

It is interesting to note that the wavevector at the equilibrium chemical potential
energy (μo) is larger for the majority spin band. Since, the group velocity for a
parabolic band is given as, vg = dE/�dk = �k/m, the group velocity for themajority
band is higher than that of the minority band at the equilibrium chemical potential
energy.

Fe (BCC) band structure for the majority and the minority spins is shown in
Fig. 6.3. For each band, the band edge is lower for the majority spin. Additionally,
each band has a dominant orbital symmetry. �1 band has dominantly s-orbital sym-
metry. �5 band dominantly has p-orbital symmetry, whereas �2 and �2′ bands have
mostly d -orbital symmetry. One may make use of these symmetry states in devices
as discussed in Sect. 6.3.

It should also be noted that for�1 band, one finds only majority spin states around
the chemical potential energy, whereas for�2 band, only the minority spin states are
around the chemical potential energy. Such bands are called half metallic bands. If
all the bands around μo exhibit half metallic behavior around the chemical potential
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Fig. 6.3 Fe (BCC) band
structure for majority and
minority spin
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Fig. 6.4 Circuit model of a
ferromagnet. a ↑-spin is the
majority spin with a smaller
resistance r, whereas ↓-spin
is the minority spin with a
larger R resistance. b ↓-spin
is the majority spin with a
smaller resistance r, whereas
↑-spin is the minority spin
with a larger resistance R
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energy, the material is called half metallic, which is desirable for optimumGMR and
MTJ devices, as discussed later.

For the conduction properties, in the absence of any spin flip scattering, the trans-
port through a ferromagnetic material may be thought of as current flowing through
two independent spin channels. In Fig. 6.4a, a ferromagnet with ↑-spin majority is
shownwith a corresponding circuit model. Similarly, in Fig. 6.4b, a ferromagnet with
↓-spin majority is shown with the corresponding circuit model. In either case, the
resistance for the majority spin may be written as, Rmaj = r and for the minority
spin, Rmin = R, where, Rmaj < Rmin and hence r < R. The net resistance in this sim-
ple circuit model is the parallel combination of the two resistances and it is given
as,

RFM = rR

r + R
≈ r

In the above two cases, it should be noted that Rmaj = r is for ↑-spin and ↓-spin
in Fig. 6.4a, b, respectively.

6.2 Giant Magnetoresistance Devices

A GMR device is a trilayer structure of FM-NM-FM layers, where the FM (ferro-
magnetic) and NM (nonmagnetic, usually paramagnetic) layers are metallic. While
trilayer is a basic requirement, the device could have more than three layers.
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Fig. 6.5 GMR devices. CPP
and CIP configurations
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The trialyersmaybe arranged in eitherCPP (current perpendicular to plane) orCIP
(current in plane) configurations as shown in Fig. 6.5. It is usually CPP configuration,
which gives a better performance and hence is the most commonly used. Therefore,
we discuss CPP configuration in this section. The thickness of NM layer is usually
a few nanometers to reduce spin flip scattering. Historically, Cu is used for the NM
layer, whereas Fe, Co, and permalloy (an alloy of nickel and iron) are the preferred
choices for the FM layers.

If the magnetization of the two FM layers is in the same direction, it is called Par-
allel (P) configuration, whereas the reverse direction configuration is called antipar-
allel (AP) as shown in Fig. 6.6. One of the layers has a fixed magnetization direction,
called fixed layer or pinned layer,whereas themagnetization of the other layermay be
switched by using an external magnetic field, which is called free layer. Also, terms
like hard layer and soft layer are also used for fixed and free layers, respectively.

The P and AP configurations may be achieved by magnetization switching of the
soft layer due to an external magnetic field by using a soft magnet (like permalloy)
with a small coercivity for the free layer as shown in Fig. 6.7. A small magnetic field
(larger than the coercivity of the soft magnetic) may easily switch the magnetization
of the free layerwithout perturbing themagnetization of the hard layer. This switching
asymmetry between the fixed and the free layers may also be achieved by using an
additional antiferromagnetic (AFM) layer pinning the magnetization of the fixed
layer due to exchange bias.

The circuit model for the P and AP configuration is shown in Fig. 6.8 without any
spin flip scattering in the NM layer. The resistance in parallel configuration is given
as,

RP = 4rR

2r + 2R
≈ 2r
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Fig. 6.7 Magnetization
curves of a hard and a soft
magnet Hard
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Mr 

whereas the resistance in antiparallel configuration is as follows,

RAP = r + R

2
≈ R

2

IV characteristics for the P and AP configurations are shown in Fig. 6.9, which
shows lesser current for the AP configuration due to higher resistance. The %GMR
ratio in terms of resistance, conductance, and current is respectively defined as fol-
lows,

%GMR ratio =
(

RAP − RP

RP

)
× 100 =

(
RAP

RP
− 1

)
× 100

=
(

GP

GAP
− 1

)
× 100 =

(
IP

IAP
− 1

)
× 100

(6.7)

Fig. 6.8 Circuit model for
Parallel (P) and Antiparallel
(AP) configurations
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Fig. 6.9 GMR devices. IV
characteristics
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Fig. 6.10 GMR devices.
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magnetoresistance ratio
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For the above circuit model, the %GMR ratio is given as,

%GMR ratio =
(

R

4r
− 1

)
× 100 (6.8)

While in the circuit model, the resistances are not explicitly shown to be bias depen-
dent, in reality these vary with the applied voltage, which makes the GMR ratio bias
dependent as well. Usually with the increasing bias, the GMR ratio monotonically
decreases as shown in Fig. 6.10.

6.3 Magnetic Tunnel Junction Devices

Themetallic NM layer of GMRdevicemay be replacedwith an insulator. This device
structure is called MTJ and the magnetoresistance (MR) ratio is called tunnel MR
(TMR) ratio. Historically, amorphous aluminum oxide (Al2O3) has been used in
MTJ devices with Fe, Co, or permalloy FM contacts. With the amorphous alumina,
the symmetry states in the two FM contacts like Fe do not have any preferential
tunneling. In other words, tunneling probability or transmission for �1, �5, �2 and
�2′ bands are roughly the same, schematically shown in Fig. 6.11a.

However, with the crystalline MgO insulator, the tunneling probability and trans-
mission for�1 band of Fe is the highest, followed by the�5 band of Fe; whereas�2
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Fig. 6.11 Symmetry
filtering in MTJ device. a
Various bands tunnel through
amorphous alumina with
equal probability. b �1 band
in Fe (001) has a higher
tunneling probability through
crystalline MgO (001)

(a) (b)

and �2′ bands of Fe have the least tunneling probability and transmission, schemat-
ically shown in Fig. 6.11b. This may be conceptually understood in a simple picture
that the valence orbitals of MgO that constitute the conduction and the valence bands
have s-orbital (due to Mg) and p-orbital (due to O) symmetry states, respectively. As
shown in Fig. 6.3, �1 band of Fe has predominantly s-orbital symmetry; �5 band
of Fe has predominantly p-orbital symmetry; whereas �2 band and �2′ band of Fe
have mostly d -orbital character. Due to this constitution, the d -orbitals of Fe are
quenched during tunneling, where as �1 band and �5 band tunnel through due to
s-orbital and p-orbital contribution in MgO. The preferential tunneling of the half
metallic �1 band due to symmetry filtering property of MgO leads to a high %TMR
ratio, which is defined as,

%TMR ratio =
(

IP − IAP
IAP

)
× 100 =

(
IP

IAP
− 1

)
× 100 (6.9)

For calculating the transport properties, the band diagram is shown in Fig. 6.12
for P and AP configurations. For each configuration, one has to find current due
to ↑-spin and ↓-spin channels. In the absence of spin flip scattering, one may treat
these two spin channels independently. For the P configuration, the ↑-spin electrons
remain majority spin in both contacts, whereas ↓-spin electrons remain minority
spin. However, for the AP configuration, ↑-spin electrons are majority spin in the
left contact and minority spin in the right contact; whereas, ↓-spin electrons are
minority spin in the left contact and majority spin in the right contact. Thus, in each
configuration, one has to pay attention to the book keeping of the correct band edge.3

For the ↑-spin channel in P configuration shown in Fig. 6.12, the device Hamil-
tonian for the nine atoms channel is given as,

3E↑
c is 0.5 eV below μo, and E↓

c is 0.25 eV below μo. These specific values are taken arbitrarily,
and may vary for different materials.
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Fig. 6.12 MTJ device. Band diagram is shown in P andAP configuration. The equilibrium chemical
potential energy (μo) is shown by a dashed line

[HP]↑ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.5 + 2t −t 0 0 0 0 0 0 0
−t −0.5 + 2t −t 0 0 0 0 0 0
0 −t −0.5 + 2t −t 0 0 0 0 0
0 0 −t 1 + 2t −t 0 0 0 0
0 0 0 −t 1 + 2t −t 0 0 0
0 0 0 0 −t 1 + 2t −t 0 0
0 0 0 0 0 −t −0.5 + 2t −t 0
0 0 0 0 0 0 −t −0.5 + 2t −t
0 0 0 0 0 0 0 −t −0.5 + 2t

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where the band edge for the majority spin electrons is taken at −0.5 eV and the
barrier height in the insulator region is taken at 1 eV for μo = 0. For the two contacts,
the dispersion relations are given as,

E = U (1, 1) − 0.5 + 2t
[
1 − cos(kP↑

1 a)
]

E = U (9, 9) − 0.5 + 2t
[
1 − cos(kP↑

2 a)
]

where U is the potential energy due to an applied bias, and kP↑
1,2a are the wavevectors

for ↑-spin in the P configuration of the two contacts. By using the above equation,
one may calculate the contact self energies, contact broadening functions, device
Green’s function, and eventually transmission T ↑

P (E) for ↑-spin electrons in the P
configuration. The current due to ↑-spin channel in P configuration is thus given as,

I↑
P = q

h

∫ +∞

−∞
dE T ↑

P (E)
[
f1(E) − f2(E)

]
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Note that the factor 2 ismissing due to spin nondegeneracy. For↓-spin channel in P
configuration shown in Fig. 6.12 with the chosen parameters, the device Hamiltonian
for the nine atoms channel is given as,

[HP]↓ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.25 + 2t −t 0 0 0 0 0 0 0
−t −0.25 + 2t −t 0 0 0 0 0 0
0 −t −0.25 + 2t −t 0 0 0 0 0
0 0 −t 1 + 2t −t 0 0 0 0
0 0 0 −t 1 + 2t −t 0 0 0
0 0 0 0 −t 1 + 2t −t 0 0
0 0 0 0 0 −t −0.25 + 2t −t 0
0 0 0 0 0 0 −t −0.25 + 2t −t
0 0 0 0 0 0 0 −t −0.25 + 2t

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where the band edge for the minority spin is taken as −0.25 eV.
For the two contacts, the dispersion relations are given as,

E = U (1, 1) − 0.25 + 2t
[
1 − cos(kP↓

1 a)
]

E = U (9, 9) − 0.25 + 2t
[
1 − cos(kP↓

2 a)
]

where kP↓
1,2a are the wavevectors for ↓-spin in the P configuration of the two contacts.

Given the transmissionT ↓
P (E), the current due to↓-spin channel in P configuration

is given as,

I↓
P = q

h

∫ +∞

−∞
dE T ↓

P (E)
[
f1(E) − f2(E)

]

The total current in P configuration is thus given as,

IP = I↑
P + I↓

P (6.10)

For↑-spin channel in AP configuration shown in Fig. 6.12 with the chosen param-
eters, the device Hamiltonian for the nine atoms channel is given as,

[HAP]↑ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.5 + 2t −t 0 0 0 0 0 0 0
−t −0.5 + 2t −t 0 0 0 0 0 0
0 −t −0.5 + 2t −t 0 0 0 0 0
0 0 −t 1 + 2t −t 0 0 0 0
0 0 0 −t 1 + 2t −t 0 0 0
0 0 0 0 −t 1 + 2t −t 0 0
0 0 0 0 0 −t −0.25 + 2t −t 0
0 0 0 0 0 0 −t −0.25 + 2t −t
0 0 0 0 0 0 0 −t −0.25 + 2t

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where band edges for the majority and minority spin electrons are at −0.5 and
−0.25 eV respectively. The ↑-spin electrons are majority spin in the left contact and
minority spin in the right contact. For the two contacts, the dispersion relations are
given as,
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E = U (1, 1) − 0.5 + 2t
[
1 − cos(kAP↑

1 a)
]

E = U (9, 9) − 0.25 + 2t
[
1 − cos(kAP↑

2 a)
]

where kAP↑
1,2 a are the wavevectors for ↑-spin in the AP configuration of the two

contacts.
Given the transmission T ↑

AP(E), the current due to ↑-spin channel in AP configu-
ration is given as,

I↑
AP = q

h

∫ +∞

−∞
dE T ↑

AP(E)
[
f1(E) − f2(E)

]

For↓-spin channel in AP configuration shown in Fig. 6.12 with the chosen param-
eters, the device Hamiltonian for the nine atoms channel is given as,

[HAP]↓ =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.25 + 2t −t 0 0 0 0 0 0 0
−t −0.25 + 2t −t 0 0 0 0 0 0
0 −t −0.25 + 2t −t 0 0 0 0 0
0 0 −t 1 + 2t −t 0 0 0 0
0 0 0 −t 1 + 2t −t 0 0 0
0 0 0 0 −t 1 + 2t −t 0 0
0 0 0 0 0 −t −0.5 + 2t −t 0
0 0 0 0 0 0 −t −0.5 + 2t −t
0 0 0 0 0 0 0 −t −0.5 + 2t

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where band edges for the majority and minority spin electrons are at −0.5 and
−0.25 eV respectively. The ↓-spin electrons are minority spin in the left contact and
majority spin in the right contact.

For the two contacts, the dispersion relations are given as,

E = U (1, 1) − 0.25 + 2t
[
1 − cos(kAP↓

1 a)
]

E = U (9, 9) − 0.5 + 2t
[
1 − cos(kAP↓

2 a)
]

where kAP↓
1,2 a are the wavevectors for ↓-spin in the AP configuration of the two

contacts.
Given the transmission T ↓

AP(E) for ↓-spin electrons in the AP configuration. The
current due to spin channel in AP configuration is given as,

I↓
AP = q

h

∫ +∞

−∞
dE T ↓

AP(E)
[
f1(E) − f2(E)

]
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Fig. 6.13 MTJ device. IV
characteristics

PI

AV

API

APPI ,

Fig. 6.14 MTJ device. TMR
ratio trends

AV

TMR

The total current in AP configuration is thus given as,

IAP = I↑
AP + I↓

AP (6.11)

The P and AP IV characteristics are shown in Fig. 6.13, where the AP current
is smaller than the P current—similar trend to that of GMR devices. TMR ratio is
shown in Fig. 6.14, which shows a monotonically decreasing ratio with increasing
bias—a trend usually observed in MTJ devices.

The current in AP configuration in MTJ devices is small due to nonoverlapping
bands in the twocontacts for either spin, as shown inFig. 6.15a for zero bias.However,
with applied bias, the bands of the same spin in the two contactsmay start overlapping
as shown in Fig. 6.15b. This may result in even a higher AP current than the P current,
at high bias. Such a behavior leads to a negative TMR ratio as shown in Fig. 6.16—a
trend also observed in experiments.

It should also be noted that the voltage drop in the device is only across the
insulator, since electric field may not exist in an ideal metal. The Laplace’s potential
energy matrix with linear screening in P and AP configurations for both ↑-spin and
↓-spin channels is given as,
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Majority Minority

μo 

Majority Minority

μo 

0=AV 0>AV

(a) (b)

Fig. 6.15 MTJ device. a Equilibrium band diagram for a half metallic band with nonoverlapping
bands, due to exchange bias, in AP configuration. b Bands may start overlapping with applied bias

Fig. 6.16 MTJ device.
Negative TMR ratio

AV

TMR

[UL] =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 −0.5VA 0 0 0 0
0 0 0 0 0 −VA 0 0 0
0 0 0 0 0 0 −VA 0 0
0 0 0 0 0 0 0 −VA 0
0 0 0 0 0 0 0 0 −VA

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where contact 1 is connected to ground and the VA bias is applied at contact 2.

6.4 Spin Transfer Torque Devices

In GMR and MTJ devices, the magnetization of the free layer is switched by using
an external magnetic field as shown in Fig. 6.17a. We discuss a novel class of devices
based on Spin Transfer Torque (STT) in this section, where the magnetization of a
free layer may be switched by using spin polarized current as shown in Fig. 6.17b.

Electrons have two types of magnetic moments, one due to the orbital motion and
the other one due to the spin. The magnetic moment due to orbital motion is given
as,

ml = γL
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Fig. 6.17 Bistable
switching, a due to an
external magnetic field in
GMR and MTJ devices, and
b due to spin polarized
current in spin transfer
torque (STT) devices

(mT)Hoμ I (mA)

(a) (b)

where γ is the gyromagnetic ratio given as,

γ = − q

2me
(6.12)

and me is the electron mass. The Bohr magneton, which gives the magnitude of the
magnetic moment due to orbital motion of a single electron is given as,

μB = q�

2me

The torque due to the angular motion is given as the time rate of change of the
angular momentum as follows,

Nt = ∂L
∂t

= 1

γ

∂ml

∂t

where the torque (Nt) for an external applied field density B is defined as follows,

Nt = ml × B

Combining the above two equations and writing in terms of a generic angular
momentum (m), one gets,

∂m
∂t

= γ (m × B)

For an applied magnetic field,B = Boz, one obtains the following time dependent
(x, y, z) components of the magnetic moment,

mx(t) = |m| sin(θ) cos(ωLt)

my(t) = |m| sin(θ) sin(ωLt)

mz(t) = |m| sin(θ)

The magnetic moment is oscillatory in (x, y) plane with the period of oscillation
given by the Larmor frequency (ωL) as follows,
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Fig. 6.18 Spin dynamics. a
Precession. b Damping

M

Precession 

H
(a) (b)

DampingH

M

ωL = γBo = qBo

2me
(6.13)

This is called precession and is shown in Fig. 6.18a. By including a term for
damping, one gets,

∂m
∂t

= γ [m × B − R (m − mo)]

where mo is the initial magnetic moment and R is the relaxation matrix, giving rise
to the damping as shown in Fig. 6.18b.

Similarly, in terms of the net magnetization M, the dynamics equation is called
the Bloch equation and is given as,

∂M
∂t

= γ (M × B − R (M − Mo)) (6.14)

Next, we consider representation of the complete spin polarized wavefunction.
For the spin degree of freedom, the Pauli matrices are given as,

σ̂x =
[
0 1
1 0

]

σ̂y =
[
0 −i
i 0

]

σ̂z =
[
1 0
0 −1

]
(6.15)

and the corresponding spin operators are given as,

Ŝx = �

2

[
0 1
1 0

]

Ŝy = �

2

[
0 −i
i 0

]

Ŝz = �

2

[
1 0
0 −1

]
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Since Ŝz operator is diagonal, the diagonal matrix elements give the Eigen values
of spin magnetic moment as follows,

mz = ±�

2

with the following spin polarized Eigen functions, also called Spinors,

+�

2
⇒ φ↑ =

{
1
0

}
− �

2
⇒ φ↓ =

{
0
1

}

The total wavefunction in 1D including spin is thus given as,

� = eikx

√
L

[
aφ↑ + bφ↓

]

where a and b are the coefficients for the ↑-spin and ↓-spin, noting a2 + b2 = 1.
Substituting for the Spinors,

� = eikx

√
L

[
a

{
1
0

}
+ b

{
0
1

}]
= eikx

√
L

{
a
0

}
+

{
0
b

}

Next we discuss the spin current. Starting with the charge current definition given
in (4.1) as follows,

I = −q
i�

2m

(
�
d�∗

dx
− �∗ d�

dx

)

Since the electron current is a product of velocity (v) and the electron density (n),
the spin current is also a product of velocity (v) and the spin density (S)4 as follows
v ⊗ S, and is formally given as,

Q = − i�

2m

(
�S

d�∗

dx
− �∗S

d�

dx

)
(6.16)

Fig. 6.19 Spin dependent
tunneling and spin transfer
torque Magnet

θ
s ↓,Iψ

↓,Tψ
( ) ( )
( )↓

↓

↓
↓

,Rψx
yz

4Please make a note of the reuse of the symbol S for spin density, which has been used earlier for
the cross sectional area.
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For an electron incident on a magnet shown in Fig. 6.19, the spin polarized inci-
dent, transmitted and reflected wavefunctions are respectively given as,

�I = eikx

√
L

[
cos

(
θ

2

)
φ↑ + sin

(
θ

2

)
φ↓

]

�T = eikx

√
L

[
t↑ cos

(
θ

2

)
φ↑ + t↓ sin

(
θ

2

)
φ↓

]

�R = eikx

√
L

[
r↑ cos

(
θ

2

)
φ↑ + r↓ sin

(
θ

2

)
φ↓

]

where the choice of (θ/2) ensures that for θ = 0, one obtains ↑-spin with magne-
tization aligned along the positive z-axis and for θ = π, one obtains ↓-spin with
magnetization aligned along the negative z-axis, given as,

ms = ±�

2
z

With this choice of the wavefunctions, the incident, transmitted and reflected spin
current is respectively given as follows,5

QI = �
2k

2mL
[x sin(θ) + z cos(θ)]

QT = �
2k

2mL

[
x sin(θ)Re

(
t↑t∗↓

)
+ y sin(θ)Im

(
t↑t∗↓

)
+ z

{
|t↑|2 cos2(θ/2) − |t↓|2 sin2(θ/2)

}]

QR = �
2k

2mL

[
x sin(θ)Re

(
r↑r∗↓

)
+ y sin(θ)Im

(
r↑r∗↓

)
+ z

{
|r↑|2 cos2(θ/2) − |r↓|2 sin2(θ/2)

}]

The spin transfer torque is defined as, Nst = QI + QT − QR and is given as,

Nst = �
2k

2mL
sin(θ)

[
x

{
1 − Re

(
t↑t∗↓ + r↑r∗

↓
)} + y

{
sin(θ) − Im

(
t↑t∗↓ + r↑r∗

↓
)}]

(6.17)
For θ = 0 or θ = π, the spin transfer torque is zero, i.e. Nst = 0. In addition,

for t↑ = t↓ and r↑ = r↓, the spin transfer torque is also zero, i.e. Nst = 0, since
|t↑|2 + |t↓|2 = 1 and |r↑|2 + |r↓|2 = 1.

One has to include this spin transfer torque in the phenomenological LLG
(Landau-Lifshitz-Gilbert) equation to incorporate the effect of the magnetization
dynamics of the ferromagnetic layer,

(
1 + α2

) ∂M
∂t

= −γ (M × B) − γα M̂ × (M × Heff) + Nst (6.18)

5Re stands for the real part of the complex number.
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Fig. 6.20 STT.
Magnetization switching due
to STT

STT

M

where α is the phenomenological Gilbert damping parameter whose value is usually
taken as 0.001−0.1. One has to additionally solve the LLG equation self consistently
with the transport equations.

The effect of STT on the magnetization dynamics is shown in Fig. 6.20. With
small amount of STT, the magnetization may still be damped. By increasing the
STT, precession may be stabilized even in the presence of damping. This precession
has been shown to generate electrical oscillations in GHz range—a feature that may
be used in oscillators. With a further increase in the STT, the magnetization of
the FM layer may be switched and subsequently stabilized due to damping in the
opposite direction, schematically shown by the red dotted line, potentially switching
the memory state from P to AP configurations. The magnetization may be switched
back with the opposite direction of the spin polarized current. Thus, the spins of the
conduction electrons may be used to flip the magnetization of the soft magnet, thus
eliminating the need for an external applied magnetic field.

Problems

6.1 For Fe, determine the magnetic polarization by looking up the majority spin
and the minority spin contribution to the electron density.

6.2 For Ni, determine the magnetic polarization by looking up the majority spin
and the minority spin contribution to the electron density.

6.3 In a circuit model of a ferromagnet, the resistance of majority spin is given as
1 � and the resistance of minority spin is given as 10 �. Determine the net
resistance of the ferromagnet.
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6.4 If the ferromagnet of problem 6.3 is used in a GMR device, calculate the GMR
ratio. You may ignore the resistance of the nonmagnetic spacer layer, as well as
spin flip scattering.

6.5 In spintronics devices, why current in parallel configuration is usually higher
than the antiparallel configuration? Can you conceive of a situation where the
current in antiparallel configuration would be higher than the parallel configu-
ration?

6.6 For an MTJ device with nine atoms (include the 3 metal atoms on the left/right
of the insulator inside the device Hamiltonian), by using single orbital basis
set for a 1D channel and contacts with t = 1 eV, calculate and plot the IV
characteristics in P and AP configuration with bias applied to contact 2 with
0–0.2V range. Take μo = 0. The approximate conduction band profile (to be
added to the diagonal of the Hamiltonian) is shown below and given as follows,
P-↑ spin: [−1 −1 −1 1 1 1 −1 −1 −1]
P-↓ spin: [−0.1 −0.1 −0.1 1 1 1 −0.1 −0.1 −0.1]
AP-↑ spin: [−1 −1 −1 1 1 1 −0.1 −0.1 −0.1]
AP-↓ spin: [−0.1 −0.1 −0.1 1 1 1 −1 −1 −1]
Assume the voltage drop across the middle 3-atoms as below,
U = [0 0 0 linspace(0, −V, 3) −V V −V];
(NOTE)AddEc for up spin and down spin for both the contactswhile calculating
the product ka and the self energy.

6.7 Prove that for θ = 0, the spin transfer torque is zero.
6.8 Prove that for θ = π, the spin transfer torque is zero.
6.9 Calculate the value of θ for the maximum value of the spin transfer torque.

Research Assignment

R6.1 For a 1 nmMgObased tunnel junction, calculate spin polarized transport for�1

and�5 bands. Consult literature for band edges and effective masses. Further-
more, calculate the current in parallel configuration, the current in antiparallel
configuration, and TMR ratio. Does TMR ratio become negative at high bias?
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Chapter 7
Memories

Memories are used extensively to store information in a binary manner. A memory
circuit is a bistable circuit that may be in the high current (low resistance) state or the
low current (high resistance) state. One should note that for the use of nanodevices
in computing applications, e.g. micro and nanoprocessors, the ON/OFF current ratio
has to be four to six orders of magnitude. However, for memory applications, the
ON/OFF current ratio requirement is not as stringent. In fact, a ratio of only 10 or
less (in most cases) is considered state of the art for the memory technology.

In the memory technology, volatile memory is the one in which the information
is lost during power cycle, whereas the one in which the information is retained for
an appreciable amount of time during a power cycle is called nonvolatile memory.
From the perspective of functionality, memories may be clearly divided into two
categories, read only memory (ROM) and random access memory (RAM). As the
name suggests, in RAM each bit may be randomly accessed.1 This feature makes
RAMs impressively fast, but at the same timemore expensive due to complex address
circuitry. Furthermore, RAM is volatile, whereas ROM is nonvolatile. Due to their
unique features, ROMs and RAMs have their niche applications. ROMs are mostly
used in high volume data storage applications and RAMs are used where high speed
data access to microprocessors is desired.2

One example of erasable and programmable nonvolatile memory for nonvolatile
applications is the hard disk, which is based on the GMR device discussed in Chap. 6.
The flash memory device discussed in this chapter is another example of nonvolatile
memory, which is widely used in high volume data storage applications.

In this chapter, we discuss RAM devices based on CMOS (complementary MOS)
technology. There are two types of RAM devices, namely static RAM (SRAM) and
dynamic RAM (DRAM). SRAMhas the best read/write characteristics with the least

1In fact, it is a group of bits, called a word, that are addressed as a whole. The size of the word
depends on the size of the data bus as discussed later.
2ROMs may also be erasable and/or programmable.
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latency, but one needs at least six transistors (6T) for each memory bit, thus making
this technology quite expensive, whereas DRAM has slower read/write speeds and
need refreshing every few ms. One may implement DRAM with only one transistor
and one capacitor (1T1C) making this technology extremely cost effective.

Since the inception of the charge based and the spin based devices, there has been
a continued effort to invent and engineer memories with the best of RAM and ROM
characteristics. Such an ideal memory device is called a universal memory and is the
holly grail in the memory research.

7.1 CMOS Inverter

Consider the CMOS inverter with voltage transfer characteristics (VTC) shown in
Fig. 7.1. An nMOS and a pMOS, labeled T1 and T2 respectively, are connected in
series such that the drains of nMOS and pMOS are connected together. This terminal
forms the output stage of the inverter. The gates of the two transistors are connected
together, which form the input stage of the inverter. The source of nMOS is connected
to the ground, hence VGS|nMOS = Vin for the nMOS, whereas the source of pMOS is
connected to the power supply voltage VDD = 5V, hence VGS|pMOS = Vin − VDD for
the pMOS. One should note that the threshold voltage for nMOS (VTN) is positive
and that of pMOS (VTP) is negative. Furthermore, VGS > VTN for turning nMOSON,
and VGS < VTP for turning pMOS ON.

With the input voltage Vin = 0, the nMOS transistor T1 is in OFF state since
VGS|nMOS = Vin < VTN, and pMOS is in the ON state, given VGS|pMOS = Vin −
VDD < VTP. Since T1 is OFF, no current flows in the circuit despite T2 being ON. In
this case, the supply voltage (VDD) appears across T1, which makes the voltage at the
output stage Vout = VDD. Once the input voltage becomes greater than the threshold
voltage for the nMOS transistor, T1 turns ON and the current starts to flow in the
circuit, since T2 is in the ON state as well. VTN ≤ Vin ≤ VDD + VTP is the only range
in which the current flows and hence power dissipates. Beyond Vin of VDD + VTP,
the pMOS transistor T2 turns OFF since VGS|pMOS = Vin − VDD > VTP, whereas the

Fig. 7.1 CMOS inverter.
Circuit and voltage transfer
characteristics for a power
supply voltage of VDD = 5V

T1

T2

T1 OFF
T2 ON

T1 ON
T2 ON

T1 ON
T2 OFFDDV

inV outV

TNV TPDD VV +

DDV
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nMOS transistor T1 is already ON, making the output voltage Vout = 0V.3 Due to
this peculiar VTC, the circuit is rightfully called an Inverter, i.e. it inverts the input
voltage level. If the input voltage is LOW (0 V), the output voltage is HIGH (5V)4

and vice versa.
In a CMOS inverter, any variation in the input voltage between 0 to VTN does not

show up at the output voltage. Similarly any variation in the input voltage between
VDD + VTP to VDD also get suppressed as shown in Fig. 7.1. These two input voltage
ranges are defined as the noise margins for LOW input state and HIGH input state,
and lead to noise immunity inherent in the digital circuits at the device level. The
ability of digital circuits to correct for noise errors at the device level is the enabling
technology behind digital revolution, that allows integration of billions of transistors
without error accumulation. On the other hand, in an analog technology, the signal
as well as noise is amplified.5

The voltage gain is defined as |∂Vout/∂Vin|. While the gain in the noise margin
voltage range is zero, it does have a finite value during the transition fromHIGH state
to LOW state. A unity gain VTC is an inclined line (with intercepts of 5V on Vout

axis and 0 V on Vin axis) without any noise margins and hence lacks noise immunity.
Therefore, the gain in the VTC should be greater than unity for digital circuits for
noise suppression. While the concept of gain is a well established concept in analog
electronics, it is equally important in digital electronics to maximize noise immunity
and noise suppression at the device level.

7.2 SRAM

SRAM technology is implemented by using CMOS circuits. An SRAM cell consists
of six MOS transistors, four for storing the logic information and two for selecting
a memory cell in random access manner. Before discussing the CMOS 6T-SRAM
circuit, let us consider a simpler four transistor (4T) circuit to elucidate the working
principle.

Consider the four transistor circuit shown in Fig. 7.2a, which essentially consists
of two CMOS inverters connected back to back, i.e. the output of the first CMOS
inverter (with transistors T1 and T2) is connected to the input of the second CMOS
inverter (with transistors T3 and T4).

3Here we assume the FETs as ideal gate operated switches, which have infinite resistance when
OFF and zero resistance when ON. However, this is not the case in reality and hence LOW output
voltage may be slightly higher than 0 V, and HIGH output voltage may be slightly lower than the
supply voltage.
4Logic level LOW is defined as 0V, and logic level HIGH is defined as 5V. Yet another way to
define the logic levels is the Boolean notation of logic 0 and logic 1. While, 0 V is usually defined
as logic 0 (LOW) and 5V as logic 1 (HIGH), but this choice is not universal. One could very well
define 0V as logic 1, and 5V as logic 0.
5There are indeed some common mode noise elimination methodologies in analog circuits as well.
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Fig. 7.2 SRAM working
principle. a A bistable
4T-circuit with a feedback
loop. b Voltage transfer
characteristics

(a)

(b)

One may imagine connecting the output terminal and the input terminal by a
feedback loop. In this case, the output and input terminals are simply connected by a
dashed line, which depicts a linear relationship between the output and input voltages
as follows, Vin = Vout. The resulting linear plot is shown in Fig. 7.2b with a dashed
line superimposed on the VTC of the four transistor circuit without the feedback
loop. The advantage of the feedback loop is that the circuit remembers its previous
state even when the input is removed. Such a feedback loop becomes the primary
feature of a physical circuit that may serve as a memory element. There are three
operating points for this circuit now with the feedback loop which are labeled as A,
B and C.

In order to understand the operation of the 4T circuit, let us assume that to begin
with the input voltage is LOW, i.e. Vin = 0. For Vin < VT1 and Vin − VDD < VT2,
the nMOS T1 is OFF and the pMOS T2 is ON, respectively, resulting in the voltage
at the drain of T1 as HIGH, which equals the gate voltage for the nMOS T3 and is
much greater than the threshold voltage for T3, driving T3 into the ON state. On the
other hand, the pMOS T4 is OFF now, resulting in LOW voltage. Thus the output
voltage for the LOW input voltage is also LOW, shown as point A in Fig. 7.2b. This
result is consistent with the feedback loop, where Vout = Vin.

Similarly, let us assume that to begin with input voltage is HIGH. For Vin = VDD,
the nMOS T1 is ON and the pMOS T2 is OFF resulting in the voltage at the drain
of T1 as LOW, which equals the gate voltage for the nMOS T3 and is less than the
threshold voltage for T3, driving T3 into the OFF state. On the other hand, the pMOS
T4 is ON now, resulting inHIGHvoltage. Thus the output voltage for the HIGH input
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Fig. 7.3 CMOS 6T-SRAM
cell. a WL and BL
configuration. bWL and
BL/BL configuration
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Fig. 7.4 RAM architecture.
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voltage is also HIGH, show as point B in Fig. 7.2b, and yet again is consistent with
the feedback loop.

In summary, there are two useful operating points for this circuit, namely points
A and B,6 thus making it a bistable circuit which is used as a part of 6T-SRAM
memory cell. Furthermore, since the four transistor circuit looses information in a
power cycle, the memory cell is inherently volatile.

While the 4T-cell can store the logic state, one needs two additional transistors
for reading/writing and selecting the memory cell. The CMOS 6T-SRAM cell is
shown in Fig. 7.3a with two additional transistors used to select a memory element
by making use of a word line (WL) for select and bit lines (BL) for input/output.
Another CMOS 6T-SRAM cell circuit is shown in Fig. 7.3b, which makes use ofWL
for select and BL/BL for input/output. These memory cells are the basic storage unit
in RAM architecture which we discuss next.

RAM architecture is shown in Fig. 7.4a as a block diagram with m-bits of address
bus and n-bits of data bus. Due to the binary nature of addressing, for an m-bit
address line and n-bit word size, the memory size has to be 2m × n. For m = 2
address bus, one gets four words (and hence four WLs, labeled as WL3, WL2, WL1,
and WL0), and with n = 4, each word can store 4-bits of data (and hence 4-bit
data bus labeled as d3d2d1d0 accessible by using four BLs, labeled as BL3, BL2,
BL1, and BL0, respectively), thereby making the total number of memory cells

6Point C is not used in the memory design due to its inherent instability and lack of noise margin.
A memory state stored at point C would ultimately move to either point A or point B depending on
the circuit noise.
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as 22 × 4 = 16, which can store 16-bits of information. Similarly, for m = 27 and
n = 64, one gets 134,217,728 words each storing 64-bits of information and hence
1,073,741,824 memory cells each storing 1-bit of information, conveniently written
as 1 GB, where B stands for a byte and 1B = 8bits. One should note that in the
context of memory design, 1K = 210 = 1, 024, 1M = 220 = 1, 048, 576, and 1G =
230 = 1, 073, 741, 824. Finally, the memory cells are arranged in a two dimensional
array, the architecture of which is shown in Fig. 7.4b. The rows form the WLs and
the columns form the BLs. When a particular WL is selected, the intersection of the
selected row and the columns selects specific set of memory cells. Once addressed
properly, the read/write control circuitry is used to read/write data respectively.

7.3 DRAM

Dynamic RAM (DRAM) is based on the principle of charge storage in a MOS
capacitor. The 1T1C memory cell consists of one nMOS and one storage capacitor
placed right next to each other as shown in Fig. 7.5a, b. The capacitor’s gate is used
as a storage gate (SG) and the transistor’s gate is used as a transfer control selected
by theWL. At the input stage, the pn junction diode of the nMOS is connected to the
BL, which sets the potential to introduce the charge state corresponding to the HIGH
state or logic 1 state (absence of charge on the storage capacitor by connecting BL
to +5V), and LOW state or logic 0 state (presence of charge on the storage capacitor
by connecting BL to 0V).

Next, we discuss the detailed working principle of a DRAM cell. By connecting
the BL to +5V, the pn junction is made reverse biased and hence there is no injection
of charge into the device. One should note that the p-type substrate is connected
to the ground and SG is always tied to +5V. By applying +5V to the WL, charge
transfer between the BL and SG is made possible. However, since there is no charge
injection across the reverse biased pn junction, no charge is stored on the SG that
corresponds to the logic 1 level as shown in Fig. 7.5a. After pulling the WL voltage
to 0V, the storage capacitor is isolated and hence the logic 0 level is retained.

Fig. 7.5 1T1C DRAM cell.
a HIGH (+5V) state at BL is
written to the cell. Storage
gate (SG) always has +5V
applied with no charge stored
for the logic 1 state. b LOW
(0V) state at BL is written to
the cell. Negative charge is
stored for the logic 0 state.
p+ region is for isolation

BL WL SG 
V5 V5

BL WL SG 
V V0 5

+n +p +n +p

pp
1

0

(a) (b) 
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Next, consider the case where the BL is connected to 0V. In this case, the pn
junction at the input stage is forward biased if the WL is connected to +5V, since SG
is always connected to +5V. This enables the negative charge injection from the BL
into the transfer capacitor ofWL, which gets stored in the storage capacitor as shown
in Fig. 7.5b. Finally, when the voltage at the transfer capacitor of WL is pulled back
to 0V, which isolates the BL and the SG, the negative charge is retained in the storage
gate, which corresponds to the logic 0 level. However, this stored charge may not be
retained for a long time. Within few ms, the stored charge is leaked into the substrate
or recombinedwith thermally generated holes. Therefore, in DRAMcells, refreshing
the charge state every few ms is a necessary condition for proper functioning of the
DRAM device. This brings an additional complexity of refresh circuitry, the details
of which are beyond the scope of this book. However, the structural simplicity and the
reduced cost of DRAM cells makes them a compelling choice for the RAM market.
In fact, in the global market, DRAM holds about 90% of the RAM market share.

One key parameter for DRAM performance optimization is the charge stored
in the SG. For a given voltage, the stored charge may be increased by enhancing
the MOS capacitance. While the capacitance may be increased by decreasing the
dielectric thickness and by using high-K dielectric materials, yet another parameter
is the cross sectional area of the capacitor. Within the given area constraint of a
memory cell, the cross sectional area of the capacitor may be increased by using the
trench configuration as shown in Fig. 7.6. A trench may be etched into silicon and
then a dielectric may be deposited followed by a metallic film as a gate by using
techniques like Atomic Layer Deposition (discussed in Chap. 9) that are optimized
for high aspect ratio material synthesis. Another avenue is the use of nanomaterials
to enhance the surface area and hence the capacitance.

Fig. 7.6 Trench capacitor in
DRAM cell for better charge
storage
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7.4 Flash Memory

A nonvolatile flash memory cell is shown in Fig. 7.7, where the key difference from
the FET discussed in Sect. 5.4 is the design of the gate stack. In FET, while the
electrical equivalent gate dielectric thickness is about 1/40th of the channel length,
the gate dielectric in the flash memory is rather thick. In fact, it consists of three
distinct regions, namely 3–5nm tunnel dielectric for allowing a charge injection
from the channel or the substrate, a storage node where the injected charge may be
stored and 30–40nm control dielectric that isolates the storage node from the gate
contact.

Various multi dimensional materials have been used in the storage node. For
example, the initial flash memories had two dimensional semiconducting films as
the storage node. Since then, one dimensional nanowires and nanotubes have been
incorporated. Zero dimensional nanostructures, like quantum dots, nano dots, nano
crystals, organic molecules, etc., have also been used. One of the advantages of using
nanostructures, particularly zero dimensional nanomaterials, is the improvement in
reliability. Consider a pinhole defect in the tunnel dielectric. If the storage node
consists of continuous medium, presence of such a defect may cause complete loss
of the stored charge. However, if the storage node consists of discrete entities like
nanomaterials, a defect leads to charge loss from only a few discrete storage locations
without changing the memory state.

The material content of the storage node (in 0D, 1D, 2D) could be metallic (e.g.
Au, Pt, etc.), semiconducting (Si, carbon nanostructures, etc.), and even traps in
some insulators (e.g. traps in silicon nitride, etc.). Use of thesematerials improves the
device performance of the flash memories. For example, the use of metal nanocrystal
results in higher electric field due to the stored charge. This helps in electrostatically
modulating the channel transport and enables reading the charge state of the storage
node with better signal to noise ratio.

The goal for electrostatic design optimization of the gate stack is to optimize the
effect of the stored charge on the channel and not on the gate contact. The electric
field in the tunnel dielectric (region 1) is designed to be high as compared to the
electric field in the control dielectric (region 2) as shown in Fig. 7.8. The continuity
relationship for the normal components of the electric flux densities for the two
regions is given as,

Fig. 7.7 Flash memory.
Schematic device structure
showing tunnel dielectric,
storage node, and control
dielectric in the gate stack

p-type
substrate
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Gate

n++ 

Source
n++ 
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Fig. 7.8 Flash memory.
Electrostatic design with
high-K dielectric for the
control dielectric

Control Dielectric

Tunnel Dielectric

1D

2D

Fig. 7.9 Flash memory.
Equilibrium band diagram Control 

Dielectric

Silicon

Tunnel 
Dielectric

Metal
Gate

Storage Node

D1n − D2n = ρs (7.1)

where ρs is the surface charge density.
Assuming, zero charge stored at the interface of the two dielectrics for simplifi-

cation, i.e. ρs = 0, one obtains,
D1n = D2n (7.2)

Writing the normal components of the electric fluxdensities (D1n andD2n) in terms
of the normal components of the electric field intensities (E1n and E2n) and relative
dielectric constants (Kc and Kt) of the tunnel dielectric and the control dielectric
respectively,7 one obtains,

E1n

E2n
= Kc

Kt
(7.3)

Hence, in order to enhance the electric field intensity in the tunnel dielectric
(E1n), high-K dielectric for the control dielectric and low-K dielectric for the tunnel
dielectric are optimum for better electrostatic design.

It is well known that high-K dielectrics have smaller bandgap. Thus the bandgap
of the control dielectric is usually smaller than that of the tunnel dielectric as shown
in Fig. 7.9 for the equilibrium band diagram. With a smaller bandgap for the control
dielectric, the barrier from the storage node to the gate is smaller, which requires
a thicker control dielectric. The change in the threshold voltage due to the stored
charge is given as,

7D = KεoE .
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ΔVTN = −ΔQn

Cc
(7.4)

where ΔQn is the stored charge and Cc is the capacitance of the control dielectric
given as,

Cc = S
Kcεo

tc
(7.5)

where tc is the control dielectric thickness. For a higher shift in the threshold voltage
ΔVTN, the control dielectric capacitance should be small, which may be achieved by
a thicker dielectric.

Consider the CV characteristics in Fig. 7.10. By applying a gate voltage greater
than the threshold voltage, i.e. VGS|nMOS > VTN, results in forming an electron inver-
sion layer. These electrons may tunnel through the tunnel gate dielectric and get
trapped in the storage layer, resulting in Write or Program process. Similarly a large
negative bias may push any stored electrons away from the storage node, resulting
in Erase or Reset operation.

Without any charge stored (the logic 0 level), the CV curve is shown in Fig. 7.10
with gate voltage sweep from the negative (Erase) to the positive (Write or Program)
direction. If one applies a write pulse of appropriate duration, negative charge is
stored in the storage node resulting in the logic 1 level. Due to this negative charge,
the threshold voltage is shifted towards positive voltage as shown in Fig. 7.10. While
CV characterization is a convenient method to characterize the threshold voltage
shift characteristics, it is usually the IV characteristics that are used in integrated
circuits as shown in Fig. 7.11 for the logic 0 level and the logic 1 level.

Fig. 7.10 Flash memory.
CV characteristics
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Fig. 7.11 Flash memory.
Transfer characteristics for
the logic 0 level and the logic
1 level
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Flash memories are also designed to retain charge for up to 10 years. A charac-
teristic retention curve is shown in Fig. 7.12, where the threshold voltage window8

decreases over time due to charge leakage in the logic 1 level or even charge trapping
due to defect generation in the logic 0 level.

The amount of charge stored duringWrite or Program process also depends on the
program pulse width (τp) which results in the the upward shift in VTN for the logic 1
level as shown in Fig. 7.13. Similarly, during erase cycle, the threshold voltage shift
depends on the erase pulse width resulting in downward shift in VTN for the logic 0
level. Given current through the tunnel dielectric (It) and the control (Ic) dielectric,
the stored charge ΔQn is given as,

ΔQn = (It − Ic) τp (7.6)

Here, It and Ic may be calculated by using NEGF with an appropriate description
of self energy for the storage node.

Fig. 7.12 Flash memory.
Retention characteristics for
the logic 0 level and the logic
1 level

010
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TNV
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Fig. 7.13 Flash memory.
Write/erase characteristics
for the logic 0 level and the
logic 1 level
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8Difference between the threshold voltages for logic 1 and logic 0 states.
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Problems

7.1 In the context of CMOS inverter, what are the two main advantages of using
CMOS for digital applications?

7.2 NMOS. VTN = 2.5V. Would the transistor be ON/OFF if:
(a) VG = 0V and VS = 0V (b) VG = 5V and VS = 0V (b) VG = 0V and VS = 5V
(b) VG = 5V and VS = 5V

7.3 PMOS. VTP = −2.5V. Would the transistor be ON/OFF if:
(a) VG = 0V and VS = 0V (b) VG = 5V and VS = 0V (b) VG = 0V and VS = 5V
(b) VG = 5V and VS = 5V

7.4 For a CMOS inverter with VTN = 1.5V, and VTP = −2.5V, calculate the noise
margin for HIGH (5V) input.

7.5 For a CMOS inverter with VTN = 1.5V, and VTP = −2.5V, calculate the noise
margin for LOW (0V) input.

7.6 For a CMOS inverter with VTN = 2V, and VTP = −1V, calculate the noise
margin for HIGH (5V) input.

7.7 For a CMOS inverter with VTN = 2V, and VTP = −1V, calculate the noise
margin for LOW (0V) input.

7.8 For a CMOS inverter with a unity gain, draw the voltage transfer characteristics.
7.9 For a 16 × 1 RAM, how many address (input) lines (address bus) and data

(output) lines (data bus) are required? What is the word size?
7.10 For a 32 × 8 RAM, how many address (input) lines (address bus) and data

(output) lines (data bus) are required? What is the word size?
7.11 For 16 GB RAM in a 64-bit computer, how many address (input) lines (address

bus) and data (output) lines (data bus) are required? What is the word size?
7.12 How many transistors would a 16 GB 6T-SRAM chip have?
7.13 How many transistors would a 16 GB 1T1C-DRAM chip have?
7.14 For a flash memory device, the change in threshold voltage is 1V. Design the

values of the thicknesses and dielectric constants for the control dielectric and
the tunnel dielectric. Onemay assume an appropriate value of the stored charge.

7.15 FlashMemory. For the gate stack with metal nanocrystal shown in the Fig. 7.14,
plot 2D electric field profiles (using COMSOL or equivalent software) with the
relative dielectric constant of 4 for the tunnel dielectric and the relative dielectric
constant of (a) 4, (b) 8, and (c) 12 for the control dielectric. The diameter of the
metal nanocrystal is 5 nm (choose any material). Comment on the electric field
strength in the tunnel dielectric for various values of control dielectric constant.
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Fig. 7.14 Problem 7.15

nm20

nm20

nm5

Research Assignment

R.1 For a flashmemory device, the gate stackmay have nanoparticles made of either
metal, semiconductor or organics. Write a one page summary of which of the
nanoparticles (metal, semiconductor, or organics) would affect the channel the
most.



Chapter 8
Circuits and Systems

In this chapter, we discuss various circuits and systems based on the CMOS
technology. While, it is simply not possible to cover the broad area of the circuits
and systems related to nanoelectronics in a single chapter, we do discuss a few rep-
resentative circuits and systems, in order to emphasize the key concepts.

In the big picture of the relationship between the system level design to the circuit
level design through various design approaches at the algorithmic level, the RT
(register1 transfer) level, the logic level, and the circuit level, the Gajski Kuhn chart
(better known as Y chart, as shown in Fig. 8.1) is verymuch applicable. At the system
level, the architecture (memory,2 for example), the system specifications, and the
chip as a whole relate to structure, behavioral, and physical/geometrical domains,
respectively. Furthermore, at the circuit level, the description of transistor’s function,
transistor itself, and the transistor layout that is applicable in behavioral, structure,
and physical/geometrical domains, respectively. In between the system level and the
circuit level description, one may have to be considerate of the algorithmic, register
transfer, and logic level description. While we disucss the logic level description in
the context of the system design in this chapter, algorithmic and RT level discussion
is beyond the scope of this book.

nMOS and pMOS are the building blocks for the CMOS technology. As discussed
in Sect. 7.1, the CMOS inverter provides a low power switching mechanism, where
the current flows and hence the power dissipates only during the switching process.
A CMOS inverter with voltage gain may also enable noise suppression at the device
level, which is the key reason behind digital revolution over the past few decades.
The design level above the circuit level is the logic level, where the logic gates and

1A register is a physical circuit that may store multiple bits. e.g., an 8-bit register has the capacity
to store 8-bits of data.
2System level design of memory is already discussed in Chap. 7.
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StructuralBehavioral

Geometrical/Physical

System
Algorithmic

RT
Logic
Circuit

Y-Chart Structural Behavioral Physical 

System Level CPU, Memory Specifications Chip 
Algorithmic Level Data Paths Algorithms Block 
RT Level ALU Register Transfer Floor Plan 
Logic Level Gates Boolean Logic Standard Cell 
Circuit Level Transistor Transistor Transistor Layout 

Fig. 8.1 Y chart describing the structural domain, the behavioral domain, and the geometri-
cal/physical domain

the Boolean logic are the tools for the structural domain and the behavioral domain,
respectively. We discuss the combinational circuits used for implementing Boolean
logic in the next section.

8.1 Combinational Circuits

A combinational circuit is a digital circuit, where the output depends only on the
present inputs.

NOT Gate

The CMOS inverter shown in Fig. 8.2 provides the function of a NOT gate and hence
NOT logic operation. The circuit symbol for the NOT gate is shown as well. The
truth table3 for the NOT gate is given in Table 8.1. By designating 0 V as the logic 0

3A table of logic outputs from all possible combinations of the logic inputs.



8.1 Combinational Circuits 199

Fig. 8.2 NOT gate. CMOS
inverter circuit and the circuit
symbol for the NOT gate

T1

T2

DDV

A F

A F

Table 8.1 NOT gate. Truth
table

Input A Output F

0 1

1 0

(LOW) level and +5 V as the logic 1 (HIGH) level,4 one may deduce that the circuit
corresponding to the NOT gate inverts the input signal A. Given logic level 0 at the
input A, one gets logic level 1 at the output F, and vice versa.5 However, the NOT
gate is not a universal gate and hence the NOT Boolean operation is not a universal
Boolean operation.6 The universal gates are indeed the NAND and the NOR gates,
which we discuss next.

NAND Gate

The CMOS circuit for the two input NAND gate is shown in Fig. 8.3. The circuit
symbol is shown as well, which is represented either by AND-NOT or NOT-OR
combination. The corresponding truth table is given in Table 8.2. To get the logic
level 0 output, one has to make sure that both T1 and T2 nMOS are ON. This may
be enabled by applying logic level 1 at both the inputs A and B. For any other
combination, either T1 or T2 or both are OFF, and one of the pMOS T3 or T4, or
both are ON, leading to a logic level 1 at the output.

4This assignment is not universal, and one may very well assign 0 V to the logic 1 level and +5 V
to the logic 0 level.
5One should note that there are two additional logic levels in digital circuits. Logic level Z represents
high impedance state, whereas logic level X represents indeterminate state.
6To qualify as a universal gate, one should be able to implement all other logic gates by using one
particular logic gate.
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T1
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T3 T4
AND-NOT

NOT-OR 

DDV
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Fig. 8.3 Two input NAND gate with associated circuit symbol

Table 8.2 Two input NAND
gate. Truth table

Input A Input B Output F

0 0 1

0 1 1

1 0 1

1 1 0

One may further show that all the logic functions may be implemented by using
NAND gates only, thereby making it a universal gate. For example, a NOT gate may
simply be formed by connecting the two inputs A and B with each other.

NOR Gate

The CMOS circuit for the NOR gate is shown in Fig. 8.4. The circuit symbol is
shown as well, which is represented either by OR-NOT or NOT-AND combination.
The corresponding truth table is given in Table 8.3. To get the logic level 1 output,
one has to make sure that both T1 and T2 nMOS are OFF. This may be enabled by
applying logic level 0 at both the inputs A and B. For any other combination, either
T1 or T2 or both are ON, and one of the pMOS T3 or T4, or both are OFF, leading
to a logic level 0 at the output.

One may further show that all the logic functions may be implemented by using
NOR gates only, thereby making it a universal gate. For example, a NOT gate again
may simply be formed by connecting the two inputs A and B with each other.
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Fig. 8.4 Two input NOR gate with associated circuit symbol. CMOS circuit with two inputs and
one output

Table 8.3 Two input NOR
gate. Truth table

Input A Input B Output F

0 0 1

0 1 0

1 0 0

1 1 0

Transmission Gate

Most digital circuits have a bottleneck that is illustrated by the pass transistor. Con-
sider nMOS in Fig. 8.5 with the input A at the source and the output F at the drain.
For a gate logic level (called Select signal, labeled as S) of logic 1, the nMOS is ON.
With an input logic level 0 at the source, the output level at the drain is a strong logic
0. However, with the input logic level 1 at the source, the logic level 1 output at the
drain is degraded due to a finite channel resistance in the ON state. The pMOS, also
shown in Fig. 8.5, exhibits the opposite trend.

Onemay combine the abovementioned complementary strengths andweaknesses
of the nMOS and pMOS in the form of a transmission gate shown in Fig. 8.6, which

S S

A F A F

Fig. 8.5 Pass transistor. Signal may be degraded for HIGH and LOW inputs for nMOS and pMOS
by applying S = 1 and S = 0, respectively
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Fig. 8.6 Transmission gate.
No signal degradation due to
complementary features of
nMOS and pMOS

S

S
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Fig. 8.7 Duplexer. a Two
input duplexer circuit with
one select signal S. b Circuit
symbol with the inputs D0
and D1, one select signal S,
and the output F
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is basically a parallel combination of the nMOS and pMOS with complementary
gate inputs of S and S respectively. By using the transmission gate, a strong logic
level 0 or logic level 1 may always be observed irrespective of the gate select signal
(S/S).

Duplexer

By using two transmission gates (consisting of two nMOS and two pMOS in total),
one obtains a duplexer circuit7 as shown in Fig. 8.7a. The associated circuit symbol
is shown in Fig. 8.7b, whereas the truth table is reported in Table 8.4.

The logic level 0 Select (S) enables the top transmission gate and hence the output
F equals the input D0, irrespective of the logic level at the input D1 (represented by
the logic level X in the truth Table 8.4). Similarly, the Select logic level 1 enables the
bottom transmission gate, which leads to the output F being equal to the input D1,
irrespective of the D0 input. Hence, by making use of the Select (S) signal, one may
let either of the two inputs pass through, making this circuit a two input duplexer
circuit.

7A more general circuit with the same functionality with 2n inputs and n select signals is called a
multiplexer. A duplexer is simply a two-input multiplexer.
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Table 8.4 Truth table for the
two input duplexer circuit

Select S/S Input D1 Input D0 Output F

0/1 X 0 0

0/1 X 1 1

1/0 0 X 0

1/0 1 X 1

8.2 Sequential Circuits

So far, we have only discussed the combinational circuits, where the output at any
given time depends on the concurrent inputs. Such circuits have no memory of their
own and the output at any instance simply depends on the inputs. Next, we discuss
circuits where the output not only depends on the input at a given instance of time,
but also the previous inputs, i.e. output gets affected by the history of the circuit. In
addition, the output may be synchronized by the clock signal, thus making the circuit
synchronous sequential circuit.

An asynchronous sequential D-latch circuit diagram is shown in Fig. 8.8a and
the circuit symbol is shown in Fig. 8.8b. The latch consists of a duplexer and three
inverters. The two transmission gates making up the duplexer are explicitly shown
as well, where the top transmission gate is in the feedback loop. For the clock (CLK)
logic 1 signal, the bottom transmission gate is ON, where the top one inside the
feedback loop is OFF, thereby making the output Q equal to the input D, i.e. for
the logic level 1 D input, one gets logic level 1 Q output and so on. For the clock

Fig. 8.8 D latch. a Circuit
diagram. b Circuit symbol.
c Timing diagram

CLK

CLK

(a)

D

Q

(c)

Q

D

CLK

CLK

(b)
D Q

CLK
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logic level 0 signal, the bottom transmission gate is OFF, whereas the top gate in
the feedback loop is ON, thus isolating the output Q from the input, where the latch
remembers its state that was written under the clock logic level 1 due to the feedback
loop. Thus, the asynchronous latch starts changing its output at the positive edge
trigger, and keeps on following the input during the clock logic level 1 as shown
in the timing diagram of Fig. 8.8c. At the negative edge trigger, the output stops
following the input and stays in the previous state. Since the latch’s output Q follows
the input D as far as clock (CLK) signal is logic 1, latch inherently is asynchronous.

A synchronous D-flip flop serves a different purpose than that of an asynchronous
latch. The flip flop consists of two latches connected in series as shown in Fig. 8.9a—
the two latches are labeled as master latch and slave latch respectively. The circuit
symbol for the flip flop is shown in Fig. 8.9b. For the clock (CLK) logic 0 signal,
the master latch is enabled, thereby storing the incoming D logic value, whereas the
slave latch is disabled. At the positive edge triggered CLK transition, when the CLK
signal turns logic 1, the master latch is disabled and the slave latch is not enabled,
thereby transferring the previously stored logic value in the master latch to the slave
latch and hence to the output of the flip flop. Thus, the synchronous flip flop changes
its output only at the positive edge trigger, and does not follow the input afterwards
as shown in the timing diagram of Fig. 8.9c.

While we discuss the positive edge triggered flip flop here, it is indeed feasible
to implement a negative edge triggered flip flop, as well as double edge triggered
flip flop. Such synchronous circuit elements have the unique advantage that the
outputs change at a given instance of time controlled by the clock signal. In a digital
circuit, since various signals may arrive from different circuit elements with different
latency, by using synchronous logic, one ensures that the right inputs are used for
further signal processing and computation in order to avoid a runaway condition.

Fig. 8.9 D flip flop. a
Circuit diagram. Output and
input for the master latch and
the slave latch are labeled as
QM and DS , respectively. b
Circuit symbol. The triangle
at the clock input represents
synchronous operation and
distinguishes the flip flop
symbol form the latch one.
c Timing diagram depicting
positive edge triggered
operation
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8.3 Charge Coupled Devices

In this section, we discuss a system level design of charge coupled devices (CCD),
which not only provides an interesting example, but also ties up the discussion in
the context of the design in behavioral domain, the structural domain, and the phys-
ical/geometric domain. As shown in the Y chart (Fig. 8.1), the system specification
for the CCD usually includes the total number of pixels, pixel array design, etc. The
structural domain of CCD is concerned with the detailed architecture, i.e. whether a
complete frame is transferred, etc. Finally, the physical/geometrical domain is what
we focus on in this section.

We first discuss the working principle of CCD. Si has a bandgap of 1.18 eV at
room temperature. Incident photons with an energy equal to the bandgap and above
may be absorbed,8 which create electron-hole pairs. The electrons in the conduction
band and the holes in the valence band thereby increase the conduction in silicon. A
simple pn junction diode may be used as a photodiode, where the light is detected
by the additional current flow due to the photogenerated electron-hole pairs. 9

With the incident photons on the silicon surface, the number of electron-hole pairs
generated are directly proportional to the photons absorbed, which in turn are directly
related to the incident photon intensity. The idea of CCD is based on the conversion
of the photoabsorbed electron-hole pairs into an easily measurable electric current,
and transferring the charge by using a simple circuitry, but complex timing. One may
be able to perform signal processing to convert these electric signals into useful 2D
(two dimensional) data.

CCDhave attracted tremendous attraction due towidespread applications in imag-
ing devices. Such applications have not only led to more popular usage in photo-
graphic digital cameras, but also have propelled scientific discovery. Modern micro-
scopes and telescopes are equipped with CCD based high resolution digital cam-
eras. Progress in biology, metrology, telescopy, and sensing depends greatly on the
advances in CCD technology.

A charge coupled device may be thought of as a 2D array of MOS capacitors
divided into rows and columns as shown in Fig. 8.10. With the properly engineered
output stages and timing circuitry, the charge may be transferred from one row of
MOS capacitors to the next in a parallel fashion. At the output stage, the charge
transfer is serial as depicted in the readout node. Furthermore, the CCD array under
discussion is a three phase (�1,�2,�3) one, where each pixel consists of threeMOS
capacitors, the operation of which we discuss next.

The device structure of one pixel out of the two dimensional array of MOS capac-
itors in CCD configuration is shown in Fig. 8.11a. The photogenerated electron-hole
pairs are usually lost at the Si/SiO2 interface. Therefore, a buried n++ channel is
usually fabricated by using ion implantation (a technique that is briefly discussed in

8Photons with energy less than the bandgap may also be absorbed leading to exciton peaks in the
absorption spectrum.
9In fact, silicon is such a good sensor for photons and humidity, that one has to encapsulate silicon
devices in dark and hermetically sealed packaging to ensure proper operation.
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Fig. 8.10 CCD array.
Charge in the three phases
(�1,�2,�3) is transferred
in a parallel mode, and
finally read out serially at the
output stage
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Fig. 8.11 Three phase CCD.
a Device structure. b Charge
storage in phase �1.
c Charge transfer from phase
�1 to phase �2. d Charge
storage in phase �2 Buried Channel
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the next chapter). With the light input, electrons are collected in the buried channel
by making use of the appropriate gate voltage of +10 V for phase �1 as shown in
Fig. 8.11b. The basic problem in transferring the charge state of each one of these
capacitors is solved by properly timing the gate voltage of the MOS capacitor of
phase �1 and phase �2, so that the charge from phase �1 capacitor is transferred
to the phase �2 capacitor as shown in Fig. 8.11c, d. In this fashion, the charge is
transferred between various phases within a pixel, as well as between pixels. This
parallel operation, although slow in speed, results in highly cost effective solution.
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One may characterize the CCD based on the quantum efficiency (QE), which is
defined as follows,

QE = Generated electron hole pairs

Number of incident photons
(8.1)

Charge loss is an important parameter, which not only depends on the inherent
lifetime of the photogenerated electrons, but also the Si crystal quality. Dark current
is another important parameter that is present even in the absence of light. The dark
current leads to the noise in CCD, and is instrumental in defining the SNR (signal to
noise ratio). Moreover, the charge transfer efficiency (CT E) is defined as follows,

CT E = Photogenerated electrons trans f erred to the next phase

T otal number of the photogenerated electrons
(8.2)

As a side note, we have presented the material in this chapter and the previous one
in a rather nonchronological order. In fact, it was CCD and the associated working
principles, which led to various other applications, includingmemories, shift register,
signal processor, filter, etc.

8.4 VLSI

The development of the IC (integrated circuit) chips has been so fast paced that it is
hard to compare with any other technological development in the recorded history.
The good and bad of the IC technology has been summed up very well in the
following quote:

If the automobile had followed the same development cycle as the computer, a Rolls-Royce
would today cost $100, get a million miles per gallon, and explode once a year, killing
everyone inside.

— Robert X. Cringely

VLSI (very large scale integration) is the technique of integrating circuits contain-
ing billions of transistors in a chip.10 To enable this integration, Y chart introduced
in Fig. 8.1 is again a very useful tool. We present the same information in the form
of a flow diagram in Fig. 8.12. The design process starts with the system specifica-
tions, followed by the architectural design, which leads to the functional and logic
design. Circuit design and the physical design are the next steps in the process. In
particular, physical design consists of partitioning, floor planning, placement, clock
tree synthesis, signal routing, and timing closure.

10There are various definitions of VLSI in terms of the number of transistors. Our focus here is only
on the state of the art and not the historical development.
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Fig. 8.12 VLSI design
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After a successful physical design, physical verification and sign off is carried out.
At this point, the design is taped out for the chip fabrication, which is discussed in the
next chapter. The chip design in the formofmask layouts are sent to the chipmanufac-
turer electronically by using GDS (global distribution system) file format. Academic
and smaller industry users may be interested in using MOSIS, EUROPRACTICE,
and VDEC, in USA, Europe, and Japan, respectively for the chip fabrication. The
bigger companies usually send out their designs to TSMC, UMC, Global Foundries,
etc. Since chip manufacturing has become quite expensive over the past few decades,
there are only a handful of companies left with their own dedicated fabs, like Intel
and Samsung, etc.

Once the IC chips are fabricated and packaged, these are sent out for testing.
After successful tests, the chip is ready for use. While most of the chip design and
fabrication is silicon based. There are various semiconductor materials for niche
applications, like GaAs (Gallium Arsenide), GaN (Gallium Nitride), SiC (Silicon
Carbide), CdTe (Cadmium Tellurides), etc. However, one should note that even in
silicon chip fabrication, there are more than 40 other materials being used.

One should note that chips are designedmostly for digital and analog applications.
Each type of chip has its own design rules. Hence, one should look into digital as well
as analog design rules for each application. There are various high level hardware
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description languages (HDL) that may be used in CAD (computer aided design), to
aid in the design process by describing the analog and digital circuits. VHDL and
Verilog HDL are the two most popular HDLs. In addition, there are various versions
of VHDL andVerilogHDL for specific applications.Moreover, Verilogmay not only
be used for designing new chips, but may also be used for reconfiguring FPGA (field
programmable gate array) chips for ASIC (application specific IC) applications. It is
instructive to note that Verilog HDL syntax is very similar to that of the C language.

Being a high level language, the design in Verilog HDL is straight forward. Con-
sider the following Verilog code for implementing a NAND gate out of an AND gate
and a NOT gate,

module nandgate(in1, in2, out1)
// module and file name with inputs and output

input in1;
input in2;
// defining input ports

output out1;
// defining output port

assign out1 = ˜(in1 & in2);
// & is the AND operation, and ˜ is the NOT operation

endmodule

8.5 Power Dissipation

There are three kinds of power dissipation mechanisms in a circuit from the design
and the operation perspectives. The first one is the static power that is present even in
the absence of any switching event. Static power is usually due to a leakage current,
e.g. a gate leakage or source to drain leakage current in a MOSFET, and therefore
is also called leakage power. Given the leakage current (IL) and the power supply
voltage (VDD), the static power (PS) is given as,

PS = VDD IL (8.3)

The second one is the dynamic power, which is due to the switching events, which
involve charging and discharging of capacitors in the circuit. One finds that the energy
required to charge a capacitor having a capacitance C is CV 2

DD/2, whereas during
the discharging event, CV 2

DD/2 is dissipated as well. The total energy dissipation per
switching event involving charging and discharging a capacitor thus becomes CV 2

DD.
Given the frequency of operation f , usually the clock frequency which is also the
switching frequency, the dynamic power (PD) is given as,
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PD = CV 2
DD f (8.4)

There is yet another kind of dissipated power that is attributed to the inherent
device operation and is based on the entropy and the uncertainty of the switching
devices. To describe a computing device11 with N states, one needs 2H = N bits for
a binary system, where H is the Shannon entropy. Rearranging the above equation
by assuming that the states are equally probable with the probability p = 1/N for a
specific state, one obtains,

H = log2N = −log2(p) (8.5)

On the other hand, the Boltzmann-Gibbs entropy for a specific state of the device
under consideration is given as,

S = −kBln(p) = −kBln(2)log2(p) = kBln(2)H (8.6)

where kB is the Boltzmann’s constant. The heat difference is then given as,

�Q = T �S = kBT ln(2)�H (8.7)

where T is the temperature in K . This heat difference is the energy dissipated and is
provided by the power supply. For �H of unity, i.e. a single binary switching event,
one may show that the minimum energy dissipation per switching event (Eb) is given
as,

Eb = kBT ln(2) (8.8)

which is indeed the Shannon-von Neumann-Landauer (SNL) limit per switching
event. At room temperature of 300 K, the SNL limit is about 17.88 meV. One has to
multiply Eb with the switching frequency f to calculate the power associated with
the device switching operations.

Problems

8.1 1-bit number. (a) What are the four logic operations one may implement? (b)
Which of the two operations are reversible? (c) Which of the two operations are
irreversible?

8.2 How many logic operations may be implemented on a 2-bit number?
8.3 How many logic operations may be implemented on a 4-bit number?

11Please make a note of the reuse of the symbols H , N , P , and p, which have been used earlier for
Hamiltonian, total number of electrons, total number of holes, and hole concentration.
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8.4 How many logic operations may be implemented on an 8-bit number?
8.5 Draw the CMOS circuit for a three input NAND gate.
8.6 Draw the CMOS circuit for a three input NOR gate.
8.7 Draw the CMOS circuit for a four input NAND gate.
8.8 Draw the CMOS circuit for a four input NOR gate.
8.9 The WL transistor used in 6T-SRAM cell is not a pass transistor. Comment on

the use of pass transistors in SRAM cell.
8.10 How many select signals would a 4-to-1 multiplexer have?
8.11 How many select signals would a 8-to-1 multiplexer have?
8.12 How many select signals would a 16-to-1 multiplexer have?
8.13 How many bits can a latch store?
8.14 How many bits can a flip flop store?
8.15 What is the difference between a latch and a flip flop?
8.16 Asynchronous and Synchronous Circuits. Complete the timing diagram for D

latch without clock signal, D latch with clock signal, and positive edge triggered
D flip flop (Fig. 8.13).

8.17 Calculate the SNL limit per switching event at room temperature.
8.18 For the clock frequency of 1 GHz, calculate the minimum dissipated power

according to SNL limit.

D

1Q

CLK

2Q

3Q

CLK

CLK

D

D

D

Fig. 8.13 Problem 8.16
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Research Assignments

R8.1 Write a onepage summaryon the state of the artCCDfor high end astronomical
imaging.

R8.2 Follow the VLSI design process (Fig. 8.12) for a 3-phase 8× 8 CCD chip and
tape out the design to MOSIS.
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Chapter 9
Nanofabrication

In this chapter, we discuss device fabrication at the nanoscale. There are two
approaches to nanofabrication, namely the conventional top down approach and the
more novel bottom up approach. It is the bottom up approach that is most fascinating
due to its emphasis on the use of atoms and molecules as the building blocks during
the synthesis and fabrication, whereas in the top down approach, one follows the
conventional approach of device scaling. We discuss both approaches with their pros
and cons in this chapter.

To give a perspective, a fabricated silicon wafer is shown in Fig. 9.1, with the
scientist/engineer wearing the clean room attire. The varying shades within a die1

on this particular wafer depict various materials and varying length scales fabricated
on each chip, where the nanoscale features may be connected with microscale inter-
connects. We also discuss microfabrication techniques in this chapter since these
methods complement the fabrication at the nanoscale.

Irrespective of the nanofabrication approach and technique, a contamination free
atmosphere is essential for a successful process run. Imagine the devastation caused
by a microscale particle sitting on an integrated circuit containing nanoscale devices.
Therefore, it is no surprise that nanofabrication is performed in clean room environ-
ments. In industrial production facilities, robotic automation is embedded to the level
that manual handling of wafers is eliminated altogether. In a research environment,
users handle wafers manually often complemented by some automation. Various
classes of clean rooms represent decreasing amount of contaminants per cubic feet
as shown in Fig. 9.2. For a certain class p, the amount of contaminants with a diam-
eter d in µm should not exceed, p (0.5/d)2.2. It is not unusual to find a class 100 or
class 1000 clean room in a university campus these days, which respectively have
less than 100 or 1000 particles (of 0.5µm diameter) per cubic feet. This is achieved

1A silicon wafer is cut into various pieces, each containing a complete copy of a circuit or a system,
e.g. processor chip or memory chip, etc. Each one of these pieces is called a die.
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Fig. 9.1 Fabricated silicon
wafer in a clean room
environment. (Courtesy of
Intel)

Fig. 9.2 Clean room
classification

by using high performance HEPA (high efficiency particulate air) filters. In fact these
filters are so effective that in a pollen season, spending a day in a clean room is quite
relaxing for someone with the allergies.

Each process run starts with an appropriate substrate. Silicon is the material of
choice for nearly 80% of IC fabrication. GaAs (gallium arsenide) is used in opto-
electronic applications.Mercury cadmium telluride is quite popular with night vision
applications. The wide bandgap semiconductors like GaN (gallium nitride) and SiC
(silicon carbide) are vital for power electronics devices. Some substratesmay be quite
unorthodox and may not come to mind as the starting point for device fabrication.
Consider the use of glass as a starting substrate for LCDs (liquid crystal displays),
where size could easily be in several feet. Flexible substrates are yet another example
and are an emerging research area.
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9.1 Chemical Safety and Environmental Protection

Chemical safety and environmental protection are important components of the
device fabrication. It is vital to understand the chemical toxicity to ensure one’s
well being as well as the environmental sustainability. Some of the chemicals used
in silicon fabrication industry are well known mutagens and carcinogens.

Depending on the nature of the chemical, appropriate personal protection equip-
ment (PPE) should be used. The occupational safety and health is regulated by vari-
ous agencies in different countries, which include OSHA (Occupational Safety and
Health Administration) in USA, EU-OSHA in European Union, CCOHS (Canadian
Centre for Occupational Health and Safety), JNIOSH (National Institute of Occu-
pational Safety and Health, Japan), and COSHA (China Occupational Health and
Safety Association). On the other hand, environmental health and sustainability is
ensured by Environmental Protection Agencies (EPA) of the respective countries.

In some cases, there is international cooperation to standardize the system of
occupational safety and health, as well as environmental protection. For example,
the material safety data sheet (MSDS) system is being replaced with the UN (United
Nations) mandated Globally Harmonized System (GHS) of the classification and
labeling of chemicals.

Kyoto protocol is an example of an international treaty that binds state parties to
control green house gas emission, which very much applies to the manmade fluo-
rinated greenhouse gases widely used in the silicon processing. Center for Disease
Control (CDC) is yet another important player in the context of the use of nanoma-
terials and biological species during chip fabrication, and their potential hazards.

Manufacturers are required to provide information about the potentially hazardous
properties of the chemicals under use. However, it is the user’s responsibility to
understand the consequences of the exposure and exercise proper care. Another use-
ful standard for chemical labeling is theNFPA (National Fire ProtectionAssociation)
704 diamond as shown in Fig. 9.3a. The scale ranges from 0 (no hazard) to 4 (acute
hazard). The blue part of the diamond is related to personal health, the red part to
the flammability of the chemical, yellow part to the instability or explosiveness of
the chemical, and finally the white part provides any special instructions while han-
dling the chemical (e.g. reactivity with water, oxidizer, corrosive, biological hazard,
poisonous, radiological, cryogenic, etc). One should note that the mixture of various
chemicals may have a very different diamond diagram than those of the individual
chemicals. Therefore, care should be exercised when mixing chemicals and/or stor-
ing various chemicals in the same area, e.g. a chemical cabinet. Furthermore, the
diamond diagrams may be replaced by a more recent GHS pictograms with different
hazard categories as shown in Fig. 9.3b.



218 9 Nanofabrication

Fig. 9.3 Hazard communication standard. a NFPA 704 diamond. b GHS pictogram

9.2 Substrate

Single crystal silicon is grown by using two methods, Czochralski method and Float
Zone method. Czochralski method is favored for producing large wafers, where
a single crystal seed with proper orientation of silicon is lowered into a molten
polycrystalline silicon melt in a controlled atmosphere. The seed crystal is gently
pulled (sometimes over 24 hours or more) and rotated to make single crystal ingot.
The ingot is sliced to make wafers. Either one side or both sides are polished, called
single side polished (SSP) or double side polished (DSP) wafers, respectively. One
should note that for various materials, the growth of single crystal substrate may
require different methods, all of which are challenging to cover here and hence left
for the interested reader to explore as an exercise.

For IC chip fabrication, increasing wafer size decreases the cost. Therefore, the
wafer size has been continuously increasing. Currently,2 state of the art commercial
fabs (fabrication factories) process 450 mmwafers. The orientation of semiconduct-
ing single crystalline wafers is also an important parameter for defect density control
as well as interaction and deposition of novel materials. Most popular surfaces have
either (100) or (111) orientation anddependon the seed crystal duringgrowth. Finally,
the doping is an important consideration that determines the material resistivity as
shown in Fig. 9.4 for n-type and p-type silicon doping at room temperature.

Once a substrate is chosen, the starting and perhaps the most important step is the
initial cleaning with various chemicals. One should always wear appropriate PPE
for working with solvents and/or acids. Since the processing is done in a clean room
environment, the PPE should also be clean room compatible. The PPE should include
bouffant hairnet and hoods, goggles, face mask (particularly working with acids),

2As of 2019.
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Fig. 9.4 The resistivity dependence on the substrate doping for silicon at room temperature. NA/ND
are acceptor/donor atom concentrations for p-type and n-type dopings

chemical resistant and/or flame resistant lab gown (with additional acid gown cover),
gloves (sometime multiple gloves or long sleeved acid gloves when applicable),
shoe covers, and chemical and/or flame resistant boots. Additionally the supporting
materials being carried in the clean room should also be clean room compatible, e.g.
lab notebooks, writing pens, etc. A good sense of clean room ethics and protocols
is vital for successful fabrication processes. In fact, the human user is perhaps the
most unclean intruder in a clean room. Efforts are made to reduce the sources of
contamination as much as possible. Apart from the clean room compatible PPE,
incorporating air showers is yet another feature. The clean air flow may be laminar
or turbulent in a clean room. However, the flow patterns are always designed in a
way to take the contaminants away from the user into the exhaust, and are optimized
to reduce the transfer of contaminants from the user to the sample area.

Various industries have standard cleaning procedures, consider RCA (Radio Cor-
poration of America) clean for example. However, for the university research, the
following procedure suffices for silicon wafers.3 The standard time for each step is
10min, unless otherwise specified. One starts with solvent cleaning, that involves
tolune (optional) immersion, acetone dip, methanol soak and finally DI (deionized)
water rinse followed by nitrogen drying (manually or in an automatic dryer). One
should note that no liquid including water should be allowed to dry on the wafer sur-
face. The use of DI water is essential, since undesired ions are detrimental to proper
device function. Consider the use of stored charge in the gate stack of a flash memory
that shifts the threshold voltage. With ions inside the gate stack, the same electro-
static potential arbitrarily changes the transistor threshold voltage, making the whole
chip inoperable. In fact, this is precisely one of the major reasons behind the delay
in implementation of the field effect transistor after its prediction. The researchers

3Reader is encouraged to check the procedure for a specialty substrate.
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were not able to get rid of and eliminate the ions during sample preparation. One
should note that even our hand touch introduces ions like K+ and Na+, etc.

After the solvent cleaning to remove any organic contaminants, acid cleaning is
performed to further decontaminate the wafer from any organic or inorganic contam-
inants. The starting point is Piranha clean for 20min, followed by DI water rinse, and
nitrogen drying. Piranha is a name give to sulfuric acid and hydrogen peroxide mix-
ture. Hydrogen peroxide is indeed thermodynamically unstable at room temperature
and gives off atomic oxygen that reacts with the elemental carbon and hence gets
rid of the carbon residues. The bubbling in the hot solution helps agitate the solution
to clean the sample in an acidic environment. Due to hydrogen peroxide instability,
the Piranha solution has a very short shelf life. Usually it is advised to prepare fresh
solution and use right away.4 A reminder about the AAA (always add acid) rule, i.e.
sulfuric acid should be added to hydrogen peroxide. Being an exothermic reaction,
adding hydrogen peroxide (or for that matter simple water) to sulfuric acid may
cause significant splash. Finally, dipping silicon wafers in a dilute hydrofloric (HF)
acid5 solution for a few seconds removes the native oxide. This step prepares a fresh
silicon surface that is truly contamination free. The HF acid drip is followed by the
standard DI water rise and nitrogen drying.

9.3 Oxidation and Annealing

Oxidation of silicon wafers is the process of growing an amorphous silicon dioxide
film by a thermal process inside a tube furnace as shown in Fig. 9.5. Since highest
quality oxide films are desired for device fabrication, the tube is made of highest
quality quartz (a metal free form of silicon dioxide). Additionally, ultra high purity
(UHP) gases are used with up to 99.9999% purity, which are considerably expensive,
however inevitable for growing the highest quality films. The wafers are loaded at
low temperature (mostly at room temperature) in an inert gas ambiance like nitrogen
to eliminate low temperature oxide growth by using ambient oxygen.

Historically, the oxidation tube furnaces have been placed horizontally as shown
in Fig. 9.5. However, it was realized later that placing the tube furnaces in the vertical
position reduces contamination. Although the gases of highest available purity are
used, it is still possible to have some contaminants. By using the horizontal furnaces,
all the wafers are exposed to such contaminants due to the laminar flow of gases
inside the tube. By placing the furnace vertically, the first wafer towards the gas
inlet is exposed to the contaminants, whereas the rest of the wafers are protected.
The first and the last wafers are thus treated as dummy wafers and are not used in
subsequent process run due to their exposure to contaminations and variations in the
film thicknesses owing to the abruptness in gas flow.

4Pirahna substitutes with longer shelf life are commercially available.
5To check HF acid’s toxicity, please consult the MSDS or GHS.
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Fig. 9.5 Various types of oxidation processes. a Dry oxidation. b Wet oxidation. c Pyrogenic
oxidation

Oxidation is divided into three types, depending on the type of oxidizing agent.
In dry oxidation shown in Fig. 9.5a, one uses molecular oxygen to convert Si into
SiO2 at 800−1200 ◦C as follows,

Si + O2 → SiO2

In wet oxidation shown in Fig. 9.5b, the feed consists of water vapors, whereas
hydrogen is the byproduct.

Si + 2H2O → SiO2 + 2H2

In pyrogenic oxidation shown in Fig. 9.5c, the feed consists of oxygen and hydro-
gen gases that react to form water vapors, which is finally used for oxidation in much
the same chemical reaction as wet oxidation. However, the advantage of pyrogenic
oxidation is the purity of the feed gases. Since it is quite difficult to purify liquids
to the same level as that of gases, it is always preferable to use gases for ultra high
purity applications than liquids.

While dry oxidation gives the highest quality films, it has the least growth rate at
a given temperature. However, for thin films, this is not a bottleneck and the quality
of film takes precedence over the oxidation time. Therefore, dry oxidation is mostly
used for ultrathin (less than 100 nmor so) films of highest quality. The oxide thickness
as a function of oxidation time is reported in Fig. 9.6 for Si(100) surface. For wet
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Fig. 9.6 Wet and dry oxidation rates for Si(100) wafers at various growth temperatures

oxidation, the oxidation rates are much higher as compared to dry oxidation. This
becomes the primary advantage of the wet oxidation and the pyrogenic oxidation,
which are routinely used to grow oxides up to fewmicrons in thickness. Furthermore,
the oxidation rates are also higher for (111) orientation as compared to the (100)
surface due to higher atomic concentration per unit surface area.

Oxidation is perhaps the only process in micro and nanofabrication, where the
substrate is consumed in the growth process. After oxidation, 45% of the oxide film is
subsurface for the otherwise silicon wafer. In addition, the initial growth is chemical
reaction limited. But once an oxide film is grown, further oxidation is limited by
the diffusion of oxygen through the grown oxide film. While the initial growth is
relatively fast, the additional growth of film takes much longer time. Gases like
chlorine may also be added to oxygen to continually eliminate mobile charges like
Na+ and K+ contaminating the Si wafers and also the walls of the furnace tube.

Due to the amorphous nature of silicon oxide and also the bond length mismatch
between silicon and silicon oxide, defects get accumulated on the Si/SiO2 interface,
which are also called dangling bonds (i.e. unbonded Si atoms), despite the fact that
this interface is one of the best known interfaces to humans and very reliable. In fact,
the defect density is lower for (100) surface as compared to the (111) surface due
to smaller atomic coverage per unit area, nonetheless is high enough to degrade the
device quality. This defect density or surface state density is well characterized and
increases with decreasing oxidation temperatures. One solution is to anneal the Si
wafer in a forming gas mixture of nitrogen and hydrogen (of up to 10% hydrogen).
The hydrogen helps to passivate the dangling bonds, which leads to a reduction in
the surface state density. Nitrogen not only provides an inert atmosphere but also
helps to stop the spontaneous burning and explosion of hydrogen by reducing its
concentration. The net result is a steep drop of the surface state density as shown
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Fig. 9.7 Deal’s triangle.
Annealing reduces defect
density

Dry O2

Dry N2

in Fig. 9.7. Due to the shape of this curve, the viewgraph is called Deal’s triangle.
This annealing step is also required after the final metal deposition for contacts.
The post metal forming gas annealing step is performed to get a better interface
between the metallic contacts and the channel surface. In addition, another annealing
process is Rapid Thermal Annealing (RTA), also called Rapid Thermal Processing
(RTP), where the sample is heated to elevated temperatures of up to 600 ◦C within
a few seconds and kept at this high temperature for relatively short time period. The
advantage here is that the dopant atoms do not get redistributed, whereas in a typical
annealing process, dopant profile redistribution is inevitable. Such rapid heating is
achieved by radiative means with the use of arc or halogen lamps. RTP is also used
for oxidation and deposition.

Next step is to characterize the oxide film. It may be characterized crudely by the
color chart. Varying film thicknesses exhibit different shades due to the interference
between the reflections from the top surface and the Si/SiO2 interface. Another
method for precisely characterizing oxide films is by using Ellipsometry, which is
routinely used for this purpose. One may also fabricate metal oxide semiconductor
capacitors as discussed in Sect. 5.3 to electrically characterize the oxide film. Such
characterization may include capacitance-voltage, leakage, and/or reliability studies.
A useful technique for reliability characterization is the time dependent dielectric
breakdown,where the oxide film is stressedwith a constant voltage near the dielectric
breakdown at room or elevated temperatures, and the leakage current is monitored as
a function of time. At a certain time, the oxide film breaks down resulting in a high
leakage current. The integral over the leakage current and the time-to-breakdown
gives the charge-to-breakdown, a useful number in analyzing the reliability of the
grown film.
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9.4 Photolithography

Lithography is the process of transferring patterns on a substrate. Photolithography
is the process where light is used to transfer the pattern by using a light sensitive
photoresist film. Photolithography is also sometimes incorrectly termed as optical
lithography. While optical wavelength is in 400−700 nm range, in fact much smaller
wavelength of UV light is used in photolithography.

Photolithography process starts with spin coating a photon sensitive resist (pho-
toresist) film on the substrate as shown in Fig. 9.8a, where the substrate is Si/SiO2.
For certain photoresist and substrates, a surface priming step may be required, which
coats the surface with a self assembled monolayer of an appropriate chemical. Hex-
amethyldisilazane (HMDS) is a common primer used for oxide surfaces. A pre-
exposure bake (also called soft bake) is performed to get rid of the solvent in the
photoresist film. This bake may be performed in an oven or on a hot plate. The latter
is preferred due to the solvent evaporation from the film.

A UV source is used to selectively expose the photoresist to UV light by using a
photo mask as shown in Fig. 9.8b. In the case of the positive photoresist, the exposed
parts of the photoresist film are converted into more acidic form, which may be
dissolved in a developer solution of alkaline nature for a certain time, followed by DI
water rise and nitrogen dry. The exposed photoresist film is thus removed, thereby
creating an exact replica of the photo mask as shown in Fig. 9.8c. In case of the
negative photoresist, the unexposed part of the photoresist film is dissolved in the
developer, creating a negative of the mask, hence called negative photoresist. While
the positive photoresist may give smaller feature size and better step coverage, the
negative photoresist is usually less expensive and has excellent chemical resistance.
The negative photoresists however have usually more health hazards and should be
dealt with extra care.

Sample

Sample

Sample

Sample

Sample

Sample

OxidePhotoresist

Mask
UV

(a)

(b)

(c)

(d)

Positive
Photoresist

Negative
Photoresist

(e)

Fig. 9.8 Lithography process. a Spin coating photoresist. bUV exposure through a mask. c, d Pos-
itive and negative photoresist development, oxide etch, and photoresist removal. e A commercially
available mask aligner. (Courtesy of OAI)
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After the UV exposure, the photoresist is baked again in a process called post
exposure bake or hard bake (due to a higher temperature than the pre exposure
soft bake) to remove the developer solution from the film and to get a better edge
profile and sidewall slope. One should note that with certain positive photoresists,
it is possible to do image reversal by using ammonia, which is advantageous in the
lift off process during metal deposition. The sidewall slope of a positive or negative
photoresist is such that the evaporated metal film uniformly covers the photoresist.
With the image reversal, the sidewall gives a shadowing effect with an undercut
without metal coverage. Here the lift off solution may penetrate with ease to remove
the photoresist and hence the deposited metal. The negative photoresist also has the
advantage of the above mentioned undercut in the sidewall profile. In the final step,
oxide may be selectively etched and photoresist stripped off from the substrate as
shown in Fig. 9.8d. The resulting oxide feature on the substrate is an exact replica
for a positive photoresist, and a negative of the mask for a negative photoresist. A
commercially available mask aligner is also shown in Fig. 9.8e.

For any photolithography process, there are five important parameters to con-
sider, resolution, alignment, yield, throughput and cost. Resolution is defined as the
minimum feature size that may be transferred. This is a parameter that needs to be
optimized since it depends on various factors like equipment optics quality, light
wavelength, photoresist process, substrate, etc. Alignment is defined as the ability to
overlay features from one layer of photolithograhpy process to another over a given
surface area. One may achieve excellent alignment and overly over a small area,
but fail to do so over a larger area. Yield is the ratio of dies without defects to the
total number of dies manufactured on a wafer. Throughput is the quantity of wafers
processed per unit time, which adds to the running cost of a fabrication run. The
running cost is also affected by the supplies, chemicals, and maintenance. The fixed
acquisition cost of a system is another important parameter.

The tools to transfer the features to the photoresist films are of two types, mask
aligners and steppers. All these equipments have a light source, the output of which
is collimated. The light source could be a simple UV. Further extensions include
DUV (deep UV) and EUV (extreme UV) light sources. When mercury arc lamps
are used in older equipments (still being used in universities world wide), the three
characteristic emission peaks, with which the equipment is classified, are at the
wavelengths 0.435, 0.405 and 0.365µm, and are called G-line, H-line and I-line,
respectively. Furthermore, 0.248, 0.193 and 0.157µm wavelength peaks may be
achieved with KrF, ArF, and F2 excimer LASER sources, respectively. Decreasing
the wavelength increases the resolution.

In the case of a mask aligner, the whole wafer is exposed at the same time. The
photo mask may be either in contact with the wafer or in close proximity, also called
contact lithography and proximity lithography, respectively. The advantages here are
better resolution, high throughput and low cost due to its simplicity. Since exposure
of thewholewafer is done at the same time, there is no opportunity to correct for local
misalignments. In addition, since the mask is in contact with the wafer, it may get
scratched ormaterial from thewafer (e.g. photoresist chunks, etc)may get transferred
to the mask. To overcome this bottleneck, a gap between mask and wafer is allowed,
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which should not be more than a few tens of microns, since the minimum feature size
is given as

√
kλ�, where k is the resist parameter, λ is the wavelength and � is the

gap between the mask and the wafer. Operating the mask aligner in noncontact mode
increases the mask life and reduces the defect density hence increases the yield, but
at the cost of the resolution.

For steppers, projection lithography is used as shown in Fig. 9.9a. There is consid-
erable gap between the reticle (note that it is not called mask here) and the wafer. The
reticle is placed in between the condenser and the objective lens. Clearly the mask is
not touching the reticle and hence the defect density is expected to be small leading
to excellent yield. However, the projection lithography is achieved by the use of more
complex optics in steppers, which not only increases the fixed cost at the acquisition
time, but also increases the running cost due to expensive maintenance. Furthermore,
during the projection step, the image on the wafer may be reduced by virtue of lens
focusing. This may easily lead to five, ten or even fifteen times reduction in the fea-
ture size trend on the wafer surface. Such steppers are indeed classified as 5X, 10X,
and 15X, respectively. One die is exposed at a time in steppers, thereby reducing
the throughput. On the other hand, exposing a smaller area allows for better overlay,
which is not possible with mask aligners. However, steppers are far more complex
than mask aligners and hence are more expensive. A commercially available stepper
is shown in Fig. 9.9b.

For the projection systems, the numerical aperture is defined as, N A = n sin(α),
whereα is the angle between the center point of thewafer and the edge of the projector
lens, n is the refractive index. Using Rayleigh’s criteria, the minimum feature size,
i.e. the resolution is given as,

W = k1
λ
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Fig. 9.9 Stepper. a Projection lithography system exposes one die at a time with feature reduction.
b A commercially available stepper. (Courtesy of ASML)
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where k1 is an equipment parameter. The minimum feature size trend over the past
few decades is shown in Fig. 9.10. The corresponding wavelength for the respective
technology nodes is also shown emphasizing the subwavelength lithography since
1997. One may reduce the minimum feature size (i.e. increase the resolution) by
decreasing k1, decreasing λ, or by increasing the numerical aperture, which may be
achieved by increasing the refractive index n, and the angle α. The historical trends
for the numerical aperture and the k1 parameters are shown in Figs. 9.11 and 9.12,
respectively.

Fig. 9.10 Lithography scaling and the associated wavelengths. (Courtesy of UMC)

Fig. 9.11 Numerical aperture trend. (Courtesy of Intel)
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Fig. 9.12 k1 trend. (Courtesy of Intel)

The requirement to increase the refractive index n has led to the development
of Immersion Lithography, where the whole equipment is literally immersed in a
liquid with high value of n as shown in Fig. 9.13. e.g. aqueous solution has n = 1.43,
as compared to n = 1 for air. A greater alignment may be achieved by the use of
interferometric stage, hence leading to Interferometric Immersion Lithography. Such
interferometric stages are very useful in electron beam lithography as well, which is
discussed in the next section.

Fig. 9.13 Immersion
lithography. A higher
numerical aperture is
obtained by immersing the
mask aligner in a high index
liquid

Medium of 
high index n

UV Source

Wafer

Reticle

Condenser

Objective
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9.5 Electron Beam Lithography

As shown in Fig. 9.14, the electron optics consists of electric and magnetic lenses.
By applying appropriate electric and magnetic fields, the electron beam shape and
width is controlled. However, since the electron beam is quite sensitive to the stray
charges, vacuum inside the optics column is an essential requirement. This ensures
that the gas molecules do not get charged and affect the beam in an adverse manner.

Photons used in photolithography have two limitations, first is the diffraction
limited resolution based on the wavelength, whereas the second is the diffraction
limited depth of focus, which is defined as k2λ/(N A)2 in the far field, where k2
is an equipment parameter. With the increasing numerical aperture, the depth of
focus degrades severely. One solution is to use electrons instead of photons, where
the energy and hence the wavelength is controlled by the acceleration voltage. An
electron accelerated with a 10 KV voltage indeed possesses 10 KeV energy, and
would behave as a wave with 0.04 nm wavelength. For this sub-nm wavelength, the
diffraction limit does not pose any bottlenecks at the nanoscale. Historically, EBL
has widely been used in mask fabrication.

The electron beam lithography thus has distinct advantage of nanometer scale
resolution with excellent depth of focus. The writing process is Direct Write Lithog-
raphy, where the electron beam scans the sample in a raster fashion. This leads to

UV Source

Wafer

Mask

Electron Source

Shaping
Apertures

Beam Deflector

Wafer

(a)

(b) (c)

Fig. 9.14 Electron beam lithography (EBL). a Serial versus parallel nature of EBL and pho-
tolithography. b Fabricated structures by using EBL. c A commercially available electron beam
writer. (Courtesy of JEOL)
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a serial mode of lithography compared to the parallel mode in photolithography
resulting in very small throughput. Multi beam writers may overcome the small
throughput bottleneck. By using interferometric stage, one may obtain excellent
alignment and overlay stitching capabilities resulting in high yield.

Electron beam resists are perhaps the most important aspect of the lithography
process. Usually a bilayer process recipe is used and extensive characterization is
performed to optimize the writing conditions. EBL may also be complemented with
photolithography, where the critical dimension features are written by using EBL,
and the microscale features are written by using the photolithography.

The optics for a typical EBL system is shown in Fig. 9.14a in comparison with the
projection lithography. The column in EBL is similar to that of a scanning electron
microscope (discussed in greater detail in the next chapter). However, the beam
deflection coils have added circuitry to deflect the beam in a more controlled manner
in order to obtain nanometer resolution.

A typical EBL process run starts with a schematics drawing for the pattern to
be transferred to the wafer. Then wafer is cleaned and primed. The photoresist is
spin coated followed by a prebake step. The critical step of electron beam direct
write is performed, followed by the resist development. One should note that the
electrons deposit energy on a wider region than the beam size. There is always a
proximity affect that one has to account for in the design process and should be
addressed by engineering the exposure pattern. Secondly, the chemical change in the
electron beam resist is reversible in contrast to that in photolithography. Therefore,
it is desirable to develop an electron beam resist right after the exposure. Afterward
a post development bake is performed to get rid of any solvents, followed by either
etching or lift off to complete the steps. A fabricated structure by using EBL is shown
in Fig. 9.14b with about 130 nm line width and 20 nm gap between the two metallic
lines. A commercially available EBL system is also shown in Fig. 9.14c.

9.6 Nanoimprint Lithography

While electron beam lithography is an excellent tool for fabricating nanostructures,
the major drawback is the small throughput and the cost ineffectiveness. One alter-
native to EBL to address these drawbacks is the nanoimprint lithography (NIL) as
shown in Fig. 9.15. Another key advantage of NIL is that 3D structures may be fab-
ricated. Apart from this, the resolution on the order of 5 nm is not unheard of. Fairly
good alignment may be achieved by using an interferometric stage. The throughput
could be as high as a photolithography system, since the whole wafer is processed
at a time.

Broadly there are two categories of NIL depending on how one cures the resist,
namely thermal NIL and UVNIL. The process steps for both are shown in Fig. 9.15a
in comparison with the photolithography. Interestingly, the NIL module may be
fitted inside a mask aligner, especially for the UV-NIL, which is the most widely
used technique of the two due to process uniformity. The mold is made by using
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Fig. 9.15 Nanoimprint lithography. a Comparison of thermal and UV nanoimprint lithography. b
Fabricated structures. c Commercially available system. (Courtesy of OAI)

EBL and consists of a hard material, like SiO2. The process starts with dispensing
or spin coating the liquid resist on the substrate. In case of thermal NIL, the resist is
essentially a thermoplastic polymer, which may be cured by heat, whereas the UV
resist is a light sensitive polymer which is cured by applying UV light.

Once alignment is achieved, the mold is pressed against the resist. This process
transfers the negative of the pattern on the mold as shown in Fig. 9.15a. The wafer
and mold should be horizontally aligned in addition to the lateral alignment usually
used for uniform pattern transfer. For the thermal NIL, the resist is heated beyond
the activation temperature of the polymer, which solidifies on cooling. In case of
UV-NIL, the UV light hardens the resist. After removing the mold, the transferred
features on the substrate are negative of the features on the mold. If there is still
some residual layer, it is removed by descum or reactive ion etch as discussed later
in this chapter. The fabricated patterns are also shown in Fig. 9.15b with about 50
nm resolution. A commercially available NIL system is shown in Fig. 9.15c.

9.7 Physical Vapor Deposition

There are various methods of material deposition on substrates, which may broadly
be categorized based on the physical or the chemical means, and hence are called
physical vapor deposition (PVD) and chemical vapor deposition (CVD), respectively.
In this section, we discuss the PVD techniques of evaporation and sputtering.
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Evaporation is a technique of heating up a material close to or beyond its melting
point (usually placed in an appropriate crucible) and depositing on a substrate placed
in proximity. In order to provide a contamination free atmosphere, where the evapo-
rated atoms may reach the substrate without reacting with the ambient molecules or
getting scattered from them, a vacuum is required for which the mean free path of the
evaporated atoms should be greater than the distance between the crucible and the
substrate. Heating may be achieved either by simply heating up the crucible by using
thermal means e.g. a tungsten filament or resistive heating as shown in Fig. 9.16a,
or by using an electron beam with sufficient energy to melt the material as shown
in Fig. 9.16b. These two techniques are respectively called thermal evaporation and
electron beam (e-beam) evaporation.

In a typical evaporation run, the samples are placed in the sample holder with shut-
ter closed. The crucible is populated with the material to be evaporated. The quartz
crystal oscillator is checked for its functioning, which monitors the film thickness.
The material parameters are loaded in the crystal monitor apparatus. The evaporation
chamber is then closed and vacuum is established over the next few hours, first with
a roughing pump and then with either a diffusion or a cryogenic pump. The latter is
preferred due its cleanliness, a diffusion pump may deposit oil residues in the evap-
oration chamber. Once the material evaporation rate is established, shutter is opened
and subsequently closed once the desired film thickness has been deposited. It should
be noted that some metals react very well with oxygen, e.g. chromium, titanium, etc.
When evaporating such metals, one notices a sudden drop in the chamber pressure
at the start of the evaporation step due to the reaction between the evaporated metal
atoms and the oxygen in gas phase, thereby forming respective oxides in gas phase.

Wafer

Shutter

Vacuum Pump

I

Wafer

Shutter

Vacuum Pump

EGCrucible

Electron
Beam

(a) (b)

Fig. 9.16 Evaporation. a Thermal evaporation for metallic films and nanomaterials. b Electron
beam evaporation for finer control of film morphology
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These oxides can easily be removed by the vacuum pumps. For such reactive metals,
it is desirable to wait for a few minutes before opening the shutter to make sure that
the metal itself gets deposited, and not its oxide.

While evaporating oxides, e.g. SiO2, the oxygen may be lost during the evapora-
tion process and care must be taken as the composition of the deposited film may be
SiOx , where x = 1−2. After evaporation, appropriate amount of time is given for the
wafer and the crucible to cool down. The chamber is then purged after isolating the
pumps from the chamber. The samples are sometimes cooled or heated during the
evaporation to obtain required film morphology. Sample rotation during evaporation
is highly recommended as it improves film uniformity.

Both techniques have their strengths and weaknesses. Thermal evaporation is
mostly used for certain metals like chromium, which may otherwise be oxidized
during the heating/cooling cycle in the electron beam evaporator’s crucible due to
residual oxygen. Thermal evaporation is particularly advantageous for evaporating
nanomaterials, like C60 molecules, etc. E-beam evaporation is desirable for a higher
quality metallic, semiconducting, or dielectric films with better morphology. How-
ever, metal alloys, compound semiconductors, and compound dielectrics are tricky
to evaporate due to different melting temperatures of the constituent elements.

With electron beam evaporation, refractory metals are difficult to evaporate since
they tend to reflect off the electronwave.Withmagneticmaterials, likeNi, Fe, Co, etc,
the intrinsic magnetization of the crucible material affects the beam shape, pattern
and location since an electromagnetic lens is used to focus the electron beam to heat
the crucible. However, once the material is heated beyond the Neil temperature, the
ferromagnetic properties are lost and the beam reverts back to the parameters for
an otherwise nonmagnetic material. Furthermore, one should be cautious that the
evaporation inherently damages the substrate, in particular if there is a soft layer like
photoresist or polymer, etc.

Such considerations and corrections should be kept in mind while working with
various materials. The evaporated films usually do not have a good step coverage,
which is disadvantageous for most reasons but could in fact be beneficial for the lift
off process. The step coverage may further be improved by rotating the substrate
during evaporation.

It is interesting to note that the first 1D nanostructures were synthesized by using
evaporation. Consider the shadowing effect inside a trench during the evaporation.
By evaporating a thin film, a triangular shaped nanowire may emerge.

For metal alloys, compound semiconducting, and insulating films, sputtering pro-
vides an alternative as shown in Fig. 9.17. One could sputter refractory metals as well
asmagneticmaterials with ease. The chamber consists of a parallel plate arrangement
with the target material placed at the cathode and the sample placed at the anode,
which is usually connected to ground. The anode may also be biased, which leads
to a good step coverage. The chamber is first evacuated followed by Ar gas refill to
appropriate pressure levels. A plasma is then generated either by DC electric field
or RF field. RF is more advantageous with refractory metals. One should note that
higher amount of energy is needed to generate plasma than to sustain it. Therefore,
the plasma is usually generated with small amount of gas pressure and once sus-
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Fig. 9.17 Sputtering for
metallic, insulating, and
semiconducting film
deposition
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tained the gas pressure is increased to get a dense plasma, along with an increase
in DC or RF energy to sustain the plasma. The Ar+ ions in the plasma are attracted
towards cathode, which is essentially a disk of the target material. Once the energetic
Ar+ ions hit the cathode, they knock off the target atoms, which get deposited on
the wafer placed on the anode plate. Sample is sometimes heated to facilitate the
diffusion of deposited atoms to improve film morphology and uniformity. The ideal
sputtered film has small grain size, whichmay be obtained by optimizing the pressure
of plasma gas, energy delivered to the plasma, and temperature.

In magnetron sputtering, instead of electric field between the two parallel plates,
one may apply magnetic field in orthogonal direction, which causes the electrons to
follow circular paths. This increases the probability of collision and hence a denser
plasma is formed. Yet another method is reactive sputtering, where a metal is sput-
tered in the presence of a reactive gas, e.g. Ti (titanium) sputtering in the presence
of N2 (nitrogen) gives TiN (titanium nitride) film and cosputtering of Ti and Dy
(dysprosium) in the presence of O2 leads to TiDyO (titanium dysprosium oxide) film
growth.

The process of sputtering may cause damage to the substrate, however due to a
lower temperature, the damage is usually less than that due to evaporation. However,
it is inevitable that some of the gaseous molecules get incorporated in the sputtered
film, which may be removed by post sputtering annealing at the right temperatures.

9.8 Chemical Vapor Deposition

Chemical Vapor Deposition (CVD) is the process of material deposition by chemical
reactions. CVD may be achieved with or without a catalyst. The one without catal-
ysis involves various feed gases reacting into residual compounds which are then
deposited on various substrates. Consider the following chemical reactions,
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SiH4 → Si + 2H2

SiH4 + O2 → SiO2 + 2H2

3SiH4 + 4NH3 → Si3N4 + 12H2

where under the appropriate conditions, the silane (SiH4) decomposition leads
to silicon film, silane reacts with oxygen to form silicon dioxide film, and reaction
with ammonia leads to silicon nitride film. One should note that silane and ammonia
are dangerous gases and should be dealt with care. CVD by catalysis is an enabling
deposition technique for nanomaterials like graphene and carbon nanotubes etc,
which we discuss later.

A typical CVD setup may either have a tube furnace configuration or a chamber
configuration as shown in Fig. 9.18a, b, respectively. The tube furnace has filament
heating elements, whereas the reactor has quartz lamps as heating elements. In either
case, the CVD is carried out at atmospheric pressure (AP) or low pressure (LP),
respectively called APCVD or LPCVD. APCVD is a simple technique, but the depo-
sition rates may be very high. By introducing low pressure in LPCVD, the deposition
rates and hence film morphology and uniformity may be optimized. Another tech-
nique is plasma enhanced CVD (PECVD), where a plasma is used to facilitate the
chemical reaction by creating ions which are more reactive than the bare atoms or
molecules. The sample may be cleaned in the same chamber by using plasma before
deposition, resulting in a cleaner surface and hence better film deposition.

In either tube furnace or chamber configuration, the process starts with loading
the samples in an inert atmosphere. In case of LPCVD and PECVD, the chamber
is evacuated to the base pressure, and the temperature is ramped to the process
temperature. For LPCVD, it is filledwith the reaction gas till the required gas pressure
is achieved. For PECVD, the plasma is established in an additional process step.
The feed gases are then introduced into the tube or the chamber to start the CVD
process. Once the deposition is complete, the sample is cooled down and the system is
purged for unloading the sample. By using either APCVD, LPCVD, or PECVD, one
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Fig. 9.18 Chemical vapor deposition of insulating and semiconducting films in a tube furnace, and
b chamber configuration. Graphene and carbon nanotube may also be grown by furnace CVD
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may synthesize polysilicon, silicon oxide, and/or silicon nitride films by selectively
using silane, oxygen and ammonia as the feed gases. Optical and/or electromagnetic
characterization is performed to determine the thickness, dielectric constant, and the
index of refraction, etc.

In recent years, tube furnace CVD shown in Fig. 9.18a, has also widely been used
for nanomaterial growth and synthesis. Two notable examples are that of graphene
and carbon nanotube synthesis. However, for nanomaterials growth, an appropriate
catalyst is essential. Consider graphene synthesis, where a uniform two dimensional
metallic layer of copper gives an ideal platform for monolayer graphene growth, and
the use of nickel layer leads to bilayer growth. In addition, the thickness of the metal
layer should be greater than 500 nm for low defect growth. For carbon nanotube
synthesis, the catalyst consists of nanoparticles or nanocrystals of Fe containing
salts.

For nanomaterial growth in APCVD, the sample is loaded in the tube furnace in an
inert argon ambience at room temperature. The temperature is ramped to the required
annealing temperature, which is usually done under argon and hydrogen flow. It is
further ramped to the growth temperature and the process gases are introduced with
the right flow rates, followed by removing the inert argon. For graphene and carbon
nanotube, the process gas is methane (C H4). The methane flow rate is quite small for
graphene synthesis (usually in sccm, standard centimeter cube per minute), whereas
for carbon nanotube, themethane flow rate is quite high (on the order of slm, standard
liter per minute6). If ethylene is used for carbon nanotube growth, the flow rates are
in sccm range. After the growth step is complete, the inert gas is reintroduced and
the process gas is turned off. The temperature is ramped down to room temperature
and the sample is pulled out. One exception to this recipe is the ultrafast cooling,
where the sample or the whole tube may be pulled out of the hot zone of the furnace
in a matter of seconds, drastically reducing the sample temperature.

While the growth mechanism is a topic of considerable scientific interest and
beyond the scope of this book, a heuristic explanation is discussed next. In a simple
picture, the catalyst absorbs the carbon and when it gets saturated, it gives off the
extra carbon. Under the right conditions of temperature, pressure and flow rate, the
nanomaterial is formed out of the saturated carbon.

The synthesized nanomaterial is characterized by the techniques of microscopy
and spectroscopy discussed in the next chapter. While scanning electron microscope
(SEM) is frequently used for structural analysis of carbon nanotube, the scanning
tunneling microscope (STM) or transmission electron microscope (TEM) are used
for obtaining atomic resolution. In addition, techniques like Raman spectroscopy
may give information about the number of walls in a carbon nanotube and also the
number of layers in graphene samples. Information about the edges and the edge
structure may also be inferred from Raman spectroscopy.

6where a liter equals 1000 cc.
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9.9 Molecular Beam Epitaxy

Molecular beam epitaxy (MBE) is an epitaxial growth technique which falls under
the bottom up approach to nanoscale film growth and quantum dot synthesis as
shown in Fig. 9.19. MBE is usually carried out for III–V compound semiconductors
like GaAs (gallium arsenide), AlGaAs (aluminum gallium arsenide), etc, or II–VI
semiconductors like CdTe (cadmium telluride), etc.While III–V semiconductors find
applications in optoelectronics like LEDs (light emitting diodes) and LASER (light
amplification by stimulated emission of radiation) devices, etc, II–VI semiconduc-
tors are used for photovoltaic applications. HgCdTe (mercury cadmium telluride) is
another popular material used for night vision applications. MBE is used for grow-
ing heterostructures of various compound semiconductors as a stack of various films.
MBE equipment for a certain material set are kept isolated from other materials to
eliminate cross contamination. Therefore, in a research and development environ-
ment, one finds dedicated III–V MBE reactor or II–VI MBE reactor, which are not
intermixed.

The MBE consists of a UHV (ultrahigh vacuum) chamber. The effusion cells
contain the feedmaterials with shutters closedwhen not in use. Thewalls of theMBE
chamber are cooled with liquid nitrogen. This is done to capture any undesirable
atoms and molecules, and to keep the chamber ultra clean. The sample is loaded
through a load lock system, which helps to keep the UHV system intact. The growth
process is monitored atomic layer by atomic layer by using RHEED (reflective high
resolution electron energy diffraction) technique. The sample is rotated and heated
as well for uniform growth and morphology by facilitating atomic diffusion. Once
the film growth is complete, the sample is cooled down and transferred out of the
chamber through the load lock system.

One of the most important components of MBE reactors is the UHV system. The
quality of grown films and quantum dots is directly related to the vacuum quality.
Once the integrity of this vacuum is compromised, one has to bake the whole system
under vacuum to recover the UHV conditions.
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9.10 Atomic Layer Deposition

Atomic layer deposition (ALD) is a truly self limiting bottom up growth technique,
based on the principle of molecular self assembly. From a humble beginning, this
technique has matured now to the state of the art gate dielectric material deposition
in the integrated circuits.

The growth process is shown in Fig. 9.20a, where the silicon atoms are exposed
to the DI water vapors (only oxygen atoms are shown). The reaction between the
oxygen atoms and the silicon atoms results in a silicon substrate terminated with a
monolayer of hydroxyl (–OH) group as shown in Fig. 9.20b. The chemical reaction
is given as,

2Si + 2H2O → 2Si − OH + H2

The growth of a monolayer of hydroxl group is a self-limiting process according
to the growth conditions, since additional oxygen atoms may not reach the silicon
surface. In the next step, after removing the water vapors, TMA (trimethyl alu-

Fig. 9.20 Atomic layer deposition of alumina on silicon substrate. aDI (deionized) water exposure
forming a monolayer of hydroxyl group (only O atoms shown). b TMA (trimethylaluminium)
molecule exposure. c Self limiting process. dLayer by layer growth. Silicon, oxygen, and aluminum
atoms are shown by red, blue, and green balls, respectively
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mina) molecules are introduced in the vapor phase. The aluminum atom in the TMA
molecule reacts with the oxygen atomon the surface resulting inAl–O bond as shown
in Fig. 9.20c, with the methane molecule as the byproduct (not shown). The process
is given by the following chemical equation,

Al(CH3)3 + Al − O − H → Al − O − Al(CH3)2 + CH4

TMAmolecules thus form a monolayer, in a self limiting process, i.e. extra TMA
molecules do not contribute to the growth beyond the first monolayer. At this stage,
TMA is removed and DI water vapors are introduced. The oxygen atoms of the water
molecules react with the aluminum atoms and forms Al-O-Al bonds as shown by the
following equation,

2H2O + O − Al(CH3)2 + Al − O − H → Al − O − Al(OH)2 + 2CH4

The DI water thus forms amonolayer of hydroxyl group, and thereby amonolayer
of Al2O3 is formed, where the extra water molecules do not contribute to the addi-
tional growth. By reintroducing TMA and DI water vapors in repetitive sequence,
one may grow alumina atomic layer by layer as shown in Fig. 9.20d, which justifies
the name ALD.

While ALD is an excellent bottom up growth technique, it does have some bottle-
necks. The growth rate is rather small due to inherent layer by layer growth, leading
to low throughput. The ALD materials and supplies could be expensive, depending
upon the film growth recipe. However, the advantages outpace the bottlenecks. To
name a few, the yield is high with good repeatability and low defect density. The step
coverage and conformality is also good to say the least as shown in Fig. 9.21, where
the deep trenches in porous anodic alumina have been covered very well with 80 nm
of ALD grown alumina film.

Fig. 9.21 ALD. Excellent conformality in high aspect ratio nanostructures due to bottom up mate-
rial synthesis at the atomic scale. (Courtesy of Oxford Instruments)
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9.11 Etching

In nanofabrication and microfabrication, selective material removal succeeds
lithography. This may be achieved by liftoff or etching. In liftoff process, thematerial
is removed from the region covered by the photoresist by dipping the sample in a
solvent to dissolve the photoresist. In etching, the material is removed from the area
not protected by the photoresist by using chemicals, reactive plasma, or high energy
ions, called chemical etch, ion induced etch, or physical etch, respectively. The key
etch parameters include etch rate, selectivity, undercut, and whether etchant leads to
isotropic or anisotropic etch.

The chemical etch process involves dipping the patterned wafer in etchant bath of
a certain composition under the right temperature conditions. The etch is isotropic
leading to undercut as shown in Fig. 9.22. The etch rates are fast, 1µm/min rates
are not unheard of. The etchants may be engineered to be highly selective. How-
ever, the etching process may be nonuniform leading to rough films and edges. HF
(hydroflouric) acid acts as an excellent etchant for silicon oxide. For etching silicon,
mixture of HF and nitric acids may be used for nondirectional etch, whereas KOH
(potassium hydroxide) based recipe etches at 35.26◦ angle along (111) plane. Perox-
ide etches GaAs well. For etching metals, various acids are used and the etch recipes
are widely available.

Ion Induced Etch is highly anisotropic leading to minimum undercut and hence is
ideal for etching small features. The etch rates are medium and the etch products are
less volatile and coercive than chemical etch. The etch products tend to stick to the
etch surface, forming a protective sidewall passivation layer, givingmore vertical etch
results. By applying a sample bias, ion bombardment can be facilitated, which helps
to remove the etch products from the etch surface, and to allow the etch to proceed.
Two most commonly used recipes are based on fluorine and chlorine gases. While
fluorine based recipes are ideally suited for silicon related materials, chlorine based
recipes are more applicable to GaAs related materials. Chlorine based chemistry is
far more dangerous than fluorine one, and should be dealt with care. Fluorine based
chemistry also has severe environmental impact.

Fig. 9.22 Comparison of
various etching techniques

Chemical Etch

Ion Induced Etch

Physical Etch

Undercut
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Fig. 9.23 Reactive Ion Etching. Selective and nonselective

A typical parallel plate reactive ion etch (RIE) setup is shown in Fig. 9.23. The
sample is loaded under inert gases and the whole chamber is pumped down. The
etch gases are introduced after establishing a vacuum. DC or RF power is applied
to produce plasma, which helps to breakdown the bands of the material to be etched
and removed. After the desired etch time, DC or RF power is stopped and the etch
gases are purged. Samples are pulled out of the chamber after cooling down to
room temperature. RIE is in general nonselective. However, another layer may be
introduced in the film stack that not only etches with the gases used in the etch recipe
but the etch automatically stops at this layer and hence stops the process.

While in a parallel plate RIE, the plasma is produced at the same place where
reaction takes place, an improvement is ICP (inductively coupled plasma) etcher,
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Fig. 9.24 Inductively coupledplasma (ICP) etching.aEquipment setup.bHigh aspect ratio features
by virtue of ICP etching. (Courtesy of Oxford Instruments)
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where a high density plasma is generated by ICP coils as shown in Fig. 9.24a. This
may then be used in the process chamber for etching. By placing the plasma chamber
separate from the reaction chamber, the wafer may be kept at a much lower temper-
ature resulting in better etch profiles as shown in Fig. 9.24b. Although the ion energy
is low, the plasma density may be quite high resulting in high etch rates.

In a physical etch process, etching occurs through physical bombardment of the
surface with ions, which knock off (i.e. sputter) the surface atoms. This requires very
high levels of ion bombardment energy to remove the material from surface. Ion
Milling is an example of such a process. The key advantage of ion milling is that
mostly all materials may be etched with the same recipe, i.e. it is highly nonselective.
However, etch profiles tend to be more positively sloped due to faceting/high mask
erosion rates. It is also anisotropic, not to the same level as that of RIE or ICP though.
The etch rates are quite low, and the etch products, if produced at all, are nonvolatile.

Research Assignments

R9.1 Write a onepage summary about the clean roomclassifications and technology.
R9.2 Write a one page summary about the new GHS system. How is it different

from the old MSDS system?
R9.3 Write a one page summary about the state of the art photolithography tech-

nology.
R9.4 Write a one page summary about computational photolithography technology,

in particular phase contrast computational lithography.
R9.5 Write a one page summary about the use of interferometry in lithography.
R9.6 Write a one page summary about the state of the art interferometric stages

commercially available.
R9.7 Write a one page summary about the state of the art electron beam lithography

technology.
R9.8 Write a one page summary about the state of the art nanoimprint lithography

technology.
R9.9 Write a one page summary about the state of the art dip pen lithography.
R9.10 Write a one page summary about the state of the art ion beam lithography.
R9.11 Write a one page summary about the state of the art direct laser writing.
R9.12 Write a one page summary about the state of the art holographic lithography.
R9.13 Write a one page summary about the use of physical vapor deposition in

nanomaterial synthesis.
R9.14 Write a one page summary about the use of chemical vapor deposition in

nanomaterial growth.
R9.15 Write a one page summary about the use of molecular beam epitaxy in nano-

material growth.
R9.16 Write a one page summary about the use of atomic layer deposition in nano-

material growth.
R9.17 Write a one page summary about the use of novel etching techniques in fab-

ricating nanostructures.



Chapter 10
Microscopy and Spectroscopy

In this chapter, we introduce various microscopy and spectroscopy techniques. Spec-
troscopy is the discipline of analyzing the response of a material to various stimuli.

The comparison and scope of variousmicroscopy techniques is shown in Fig. 10.1.
With an unaided adult eye, one may make observations at the length scale of about
200µm, whereas by using the optical microscope, the spatial resolution may be
pushed down to about 0.2µm, which is limited by the diffraction limit.

Ever since the early days of quantum mechanics, it was realized that electrons
have much smaller wavelength than that of the optical photons. An electron with
100keV kinetic energy has 4pm wavelength. At the atomic and the nanoscale, the
use of electron microscopy thus becomes inevitable. In this context, resolutions of
up to 0.1nm = 1Å are routinely achieved these days by using electron microscopes.
The electronmicroscopes also have the advantage of greater depth of focus and hence
are also used at much higher resolution of up to 100µm to image biological entities.

10.1 Scanning Probe Microscopy

We start the discussion with scanning probe microscopy, where a probe is scanned
over the sample. The interaction of the two provides the imaging information. An
analogous instrument atmicroscale is based on themechanical profilometer as shown
in Fig. 10.2a, where a stylus scans over the surface of the sample by physically
touching it. The deflection of the stylus is recorded by the trajectory of a light beamon
a photographic plate. The resulting profiles of a polyestermesh is shown in Fig. 10.2b.
The apparatus for SPM looks very similar to that of the mechanical profilometer,
however there are key differences. In SPM techniques, very delicate forces or signals
(currents for example) are monitored between the tip and the substrate on the atomic
scale. By making use of this information, nano, atomic, or even subatomic scale
imaging may be performed.
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Fig. 10.1 Comparison and scope of various microscopy techniques
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Scanning Tunneling Microscopy

Consider the experimental apparatus shown in Fig. 10.3a for a scanning tunneling
microscope (STM), which is routinely used to obtain atomic resolution as shown in
Fig. 10.3b. This is in fact one of the earliest images obtained by STM. The tip may
consist of a cut platinum-iridium wire, electrochemically etched tungsten wire or
tungsten wire sharpened with ion milling as shown in Fig. 10.3c. The tip is attached
to a three-axis piezoelectric tube, which may scan in three dimensions with sub-nm
precision. By applying a voltage to the piezo tubes, expansion or contraction may
be caused in the X, Y and Z directions, which gives the XY scanning on the sample
surface and Z motion to control the tip height over the sample surface. At the atomic
scale, one may easily find a single atom at the end of the tip. By applying volt-
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Fig. 10.3 STM. a Working principle. b Si surface visualized by using STM [1]. c STM tip

age across the tip and the substrate under UHV conditions, a quantum-mechanical
tunneling current flows if the gap d is on the order of few Angstroms (Å).1 This
tunneling current is indeed a purely quantum mechanical phenomenon that expo-
nentially depends on the gap between the tip and the sample, i.e. I = Ioe−2αd , where
α is the decay constant given as, α = √

2mΦ/h, and Φ is the barrier height between
the sample and the STM tip.

Since the current depends exponentially on the barrier thickness, i.e. the gap
between STM and substrate, about 90% current flows through the last atom on the
tip into the nearest substrate/sample atom. If the tip atom is between the two atoms
on the substrate as compared to exactly being in alignment with the substrate atom,
the current is smaller due to the exponential dependence of the tunnel current on
the barrier width. By using this difference in the current, one may deduce the tip
atom location when it is directly above a substrate atom or in between the atoms,
thus reproducing the substrate atomic structure. Furthermore, STM is essentially
performed under ultra-high vacuum conditions, since minute perturbations in the
formof gaseous atomsmay interferewith the quantummechanical tunneling, thereby
resulting in image artifacts. There are twomodes of STM operation, namely constant
height mode and constant current mode. As the name suggests, in the constant height
mode, the tip-sample separation is fixed and the tunneling current is monitored as a
function of time during scanning. The varying current amplitude corresponds to the
surface features. In the constant current mode, a current feedback mechanism is used
to adjust the tip height and hence the tip-sample separation to keep the tunnel current
constant. The tip height thus indirectly corresponds to the surface morphology, since
the tip probes the local density of states (LDOS) of the surface and not necessarily
the atomic locations.

11 Å = 0.1nm.
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(a) 

(b) 

(c) 

Fig. 10.4 STM images. a Si(111) − (7 × 7) surface (Courtesy of RHK Tech). b Graphite with
overlaying atomic structure (Courtesy of Omicron). c Atomic control by using STM (Courtesy of
IBM)

We show the STM viewgraph of a Si(111) − (7 × 7) reconstructed surface in
Fig. 10.4a. In fact, after STM invention, the studies on this surface provided a com-
pelling evidence of the instrument’s capabilities. Earlier theoretical work had pre-
dicted various other reconstructions on this surface, but the experimental verification
of the (7 × 7) reconstruction provided a very counter-intuitive conclusion.

Moreover, STM images should be interpreted in the right fashion. Since STMdoes
not directly probe atoms, rather the atomic and molecular orbitals around the atoms,
the orbital shapes and the resulting density of states becomes an important parameter.
Consider the STM viewgraph of graphene in Fig. 10.4b, where the information about
every other atom is missing in the STM image, as compared to the physical image
overlaid, which is shown by the ball and stick model of the hexagonal arrangement
of carbon atoms. Apart form this, one should also be considerate of the fact that the
tip structure is amorphous or polycrystalline at best, which leads to various artifacts.
Not to mention the effect of surface contaminants on both the sample surface as well
as the tip surface.

STMmay also be used for controlling atoms at the surface. Consider the arrange-
ment of xenon atoms on the nickel surface in Fig. 10.4c. Such single atom lithogra-
phy techniques have been extended to creating zero-dimensional quantum dot, and
one-dimensional quantum wire structures on semiconductor substrates. While the
throughput is low, these techniques provide an excellent mechanism to study quan-
tum structures and nanomaterials at this scale. Once fabricated, the STM may also
be used to study charge transport through them, a technique known as scanning tun-
neling spectroscopy (STS), where the tip is used as a probe and not as a contact in
the traditional sense.



10.1 Scanning Probe Microscopy 247

Atomic Force Microscopy

While STM is an excellent tool for studying conducting materials at the nanoscale,
it may not be directly applied to the study of non-conducting materials. Filling this
void was the primarymotivation behind the invention of the atomic force microscope
(AFM), which is based on the principle of the tip-sample interactions at the atomic
scale as shown in Fig. 10.5a. A typical AFM tip is shown in Fig. 10.5b. A useful
analogy of AFM is to that of a blindfolded person who may feel the features of a
surface by touching it with the tip of his/her finger. In AFM, a laser beam tracks the
tip motion by using a quadrant photodetector.

Depending on the tip-sample separation and tip excitation, there are variousmodes
inwhich anAFMmay operate. In the contactmode, the tip physicallymakes a contact
with the sample as shown in Fig. 10.5c. The force between the tip and the sample is
repulsive in this case.However, despite being themost sensitive technique, itmay still
damage the substrate. In the non-contact mode, the tip and the samplemaintain a gap,
while making sure that the sample is not damaged, but at the cost of its sensitivity.
In the intermittent contact mode or tapping mode, the tip makes contact with the
sample temporarily and for the rest of the time is isolated from the sample. The
tapping mode is indeed a trade off between the contact and the non-contact mode.
The 3D scanner of an AFMworks the same way as that of STM. It consists of a piezo
tube with three independent degrees of freedom. Thus by applying voltage to piezo
tube, motion in X, Y and Z directions may be controlled independently with sub-nm
precision. The output of the photodetector is then fed to a differential amplifier to

Fig. 10.5 AFM. a Working
principle. b AFM tip. c
Various operating modes of
AFM

(a)

(c)

Surface

TipCantilever
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Fig. 10.6 UHV AFM. a UHV AFM viewgraph of Si(111) surface (courtesy of Unisoku). b AFM
of ligands (Courtesy of Nanosurf)

get the error signal and control the PID (proportional-integral-derivative) feedback
loop of the tip motion. The parameters of this feedback loop are quite important for
proper functioning of the AFM.

An AFM image of the Si(111) − (7 × 7) is shown in Fig. 10.6a. Under UHV
conditions, atomic resolution is obtained for this surface, the viewgraph of which
is comparable to the one obtained by using STM as shown in Fig. 10.4a. AFM has
been widely used for biological samples as well, both under dry and wet conditions.
A sample AFM scan of ligands is shown in Fig. 10.6b. AFM may also be used by
keeping track of the lateral force due to friction between the tip and the sample
surface.2 This mode leads to interesting features about the stickiness and the friction
of the sample surface.

The primary advantage behind the use of UHVAFM chamber is to ensure a
contamination-free environment. Under the right conditions of stability, even the
interactions between the tip atomic orbitals and that of the substrate may be visual-
ized. The viewgraphs of HOMO and LUMO are shown in Fig. 10.7a, c, respectively
for pentacene on two-monolayer-NaCl/Cu(111) substrate. The theoretical rendition
for the corresponding orbitals is reproduced in Fig. 10.7b, d. The atomic structure
obtained by using AFM is shown in Fig. 10.7e in comparison with the theoretical
structure shown in Fig. 10.7f. While STM has been shown to be effective only under
the UHV conditions, AFM operates quite robustly even under ambient conditions.
This key advantage of AFM along with the applicability to the insulating substrates
makes it an important tool in the area of nanometrology and nanocharacterization.

2This area of research is known as tribology.
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HOMO LUMO Atomic Structure 

Fig. 10.7 UHV AFM of atomic and electronic structure of pentacene on two-monolayer-
NaCl/Cu(111) substrate. a Experimental and b theoretical viewgraph of HOMO’s electronic struc-
ture. c Experimental and d theoretical viewgraph of LUMO’s electronic structure. e Experimental
and f theoretical viewgraph of the atomic structure [2]

10.2 Electron Microscopy

With the notion established by quantum mechanics in the early part of the twentieth
century that electrons behave as waves, it was evident even in early days that electron
microscopes based on this novel idea can bemadewith tremendous possibilities. One
compelling reason was that electrons have small rest mass and hence may be easily
focused and manipulated by using electromagnetic lenses as shown in Fig. 10.8. As
noted earlier in this chapter, 100keV electrons have 4pm wavelength, which sets the
diffraction limit way above the atomic scale.

Optical Microscopy TEM SEM

Light Source Electron Source
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Objective

Eyepiece

Condenser
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Sample

Beam Deflector

Detector

Sample

Fig. 10.8 Comparison of electron microscopy with optical microscopy
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Fig. 10.9 One of the key advantages of electron microscope is the depth of focus (Courtesy of
Hitachi)

In Fig. 10.8, a comparison of optical microscope with two kinds of electron
microscopes namely, scanning electronmicroscope (SEM) and transmission electron
microscope (TEM) is shown. There is almost a one-to-one correspondence between
the optical microscopy and the TEM, given the optical lenses are replaced by elec-
tromagnetic ones. Although similar, SEM does have some unique features.

An electronmicroscope has excellent depth of focus,which is an important param-
eter while imaging materials of large dimensions, e.g. biological samples. Therefore,
these microscopes find ample applications even at microscale for biological samples.
Consider the electron microscope viewgraph of a mite shown in Fig. 10.9, where the
whole mite is focused in a single scan due to very high depth of focus, a feature not
achievable by optical microscope.

Scanning Electron Microscopy

A typical SEM is shown in Fig. 10.10a with two viewgraphs of carbon nanotube
samples grown by chemical vapor deposition (CVD) technique shown in Fig. 10.10b,
c. The nanoparticle catalyst is also shown in aggregate form.

Electron beam may be generated either by thermal emission or by field emission.
In thermal emission, a tip is heated beyond a certain temperature that gives rise to the
thermal emission of electrons over the tip-vacuum potential barrier. These thermal
electrons are not coherent. In field emission, a voltage is applied across the tip and
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(a)

(c)

(b)

Fig. 10.10 Scanning electron microscope. a Commercially available SEM (Courtesy of JEOL).
b, c Viewgraphs of carbon nanotubes with growth catalysts at two magnifications

anode that gives rise to very high electric field for a sharp tip. This field imparts
enough energy to the tip electrons to become free and form a beam under the right
conditions. A typical voltage of 5kV yields electrons of about 2.5Å wavelength,
resulting in nanoscale resolution. Furthermore, the beam size is on the order of a
few nm, which gives the required lateral resolution. The field emitted electrons are
coherent and therefore are preferable over the ones obtained by the thermal emission.

Once electrons are emitted from the tip, the condenser lens, very similar to that
of an optical microscope, focuses the beam as shown in Fig. 10.8. After the beam
deflectors (scanning coils), another condenser lens focuses the beam further before
the beam hits the sample. These lenses may be made by using fixed magnets, elec-
tromagnets or could simply be electrostatic lenses.

As a result of the beam-sample interaction shown in Fig. 10.11, X-rays are gener-
ated which contain chemical information about the substrate. This information may
be used in EDS (energy dispersive X-ray spectroscopy), which is further discussed
in Sect. 10.6. The most important part of the interaction is the emission of the sec-
ondary electrons, which carry topographical information. When this information is
plotted as a function of raster beam scan, it gives the topographical information in
the SEM viewgraphs. The backscattered electrons not only give topographical infor-
mation, but also carry the chemical information about various kinds of atoms. The
Auger electrons carry the surface sensitive compositional information. The rest of the
electrons simply contribute to the sample current (not shown) that may be collected.
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Fig. 10.11 Electron sample interaction

Transmission Electron Microscopy

In TEM, the sample is placed after the first condenser lens and the transmitted
electrons carry the sample information,which is passed through the objective lens and
finally through a projection lens onto the fluorescent screen as shown in Fig. 10.8. The
magnified view of the sample at the atomic scale is thus displayed. A commercially
available TEM is shown in Fig. 10.12a.

In TEM, the sample preparation is the key. The idea is to have the sample thickness
down to 100nm or less. While various membranes could qualify for a TEM scan,
the case of heterostructures is particularly intriguing for cross-sectional TEM. The
sample needs to be ground and polished down to about 100nm, so that the electrons
may transmit through the sample.

Once the sample is prepared, atomic scale viewgraphs may be obtained as shown
in Fig. 10.12b. In the reportedMOS structure, one may see silicon atoms with perfect
atomic periodicity in the single crystalline silicon. Since silicon oxide is amorphous,

(a) 
(b) 

Si atoms  

SiO2 

Al  

5 nm 

Fig. 10.12 Transmission electronmicroscope. aCommercially available TEM(Courtesy of JEOL).
b Visualization of the atomic details for crystalline (silicon), amorphous (silicon dioxide), and
polycrystalline (aluminum) films
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no order is observed. Aluminum is however polycrystalline. Not only short range
order is observed with some atomic granularity, but the grains are also visible, which
are different across the grain boundaries.

In order to obtain this atomic precision and resolution in TEM, the electron wave-
length has to be much smaller than that of an SEM. High acceleration voltage of
up to 1MeV is used, which gives wavelengths on the order of 1 pm = 10−3 nm.

Scanning Transmission Electron Microscopy

A relatively recent development in electron microscopy is that of scanning trans-
mission electron microscopy (STEM), where the advantages of both SEM and TEM
are combined in one instrument. STEM consists of high acceleration voltages on
the order of 100kV, same as that of a TEM. However, while the electron beam in
TEM has large size, the beam in STEM is only a few nm in size, similar to SEM.
As the beam is scanned in a raster scan mode, the chemical information may also
be obtained for a smaller specimen size. Additionally, EDS may be added to STEM,
thereby making it even more powerful instrument. We discuss EDS in Sect. 10.6.

10.3 Optical Microscopy

Optical microscopy is the art of seeing small objects with magnification by using
photons in the optical range of 400–700nm wavelength. The two important lenses
are the objective and the eyepiece that are vital for the image formation as shown in
Fig. 10.8. Magnifications on the order of 150 may be routinely obtained.

There are primarily four types of optical microscopes, namely bright-field, dark-
field, phase-contrast, and confocal. In a bright field microscope, the contrast is
obtained by the absorption of white or near-white light. The reflected or transmitted
light from an illuminated object is collected by the objective lens and then projected
onto the human eye or a CCD (charge coupled device) sensor by using the eyepiece
lens. CCD sensors are thoroughly discussed in Chap.8. In dark-field microscope,
the objective only collects the scattered light and hence forms the image by using
diffracted light only. The dark field microscopy thus produces a bright image of the
object against a dark background.

The phase contrast microscope is based on the phase change as the light passes
through a sample. As the name suggests, the contrast is obtained precisely by this
phase change. By using a phase ring, the light passing through two paths interfere,
where through one path, a phase delay of λ/4 or π/2 is introduced. The resulting
interference depends on the phase change through the sample. Phase contrast is
ideally suited to image heterogeneous materials with varying refractive indices.

We next discuss the comparison of various optical microscopy for a PVA
(polyvinyl alcohol) fiber sample. In the bright-field image, the viewgraph appears
darker against a brighter background as shown in Fig. 10.13a, whereas the view-
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Fig. 10.13 Comparison of various optical microscopy techniques. a Bright field. b Dark field.
c Phase contrast. d Differentiation of varying layers in a graphene sample by using optical
microscopy (Courtesy of Zeiss and Graphene Industries)

graph is brighter against a darker background in the dark-field image as shown in
Fig. 10.13b. Due to the nature of diffraction, objects with sub-diffraction resolution
may be imaged by using dark-field microscope. It is quite common to image multi-
wall carbon nanotubes with 50nm diameter in the dark-field mode, which is simply
not possible in the bright-field mode. In the phase contrast image, greater detail
within an object may be seen due to interference caused by the variations in the
refractive indices as shown in Fig. 10.13c. Apart from this, it is feasible to distin-
guish between various layers of graphene on a 300nm SiO2/Si substrate by using
optical microscopy. This is due to the varying reflection and hence a difference in
color for various graphene layers as shown in Fig. 10.13d.

Confocal microscopy has the following three types, laser scanning, spinning disc,
and two photon. In this chapter, we discuss only the laser scanning confocal micro-
scope to describe the principle, although all three types are equally important. The
problem in wide field optical microscopy discussed so far, whether bright field, dark
field or phase contrast, is that not only the in focus light is captured but the out of
focus light is also collected. This makes the image out of focus and the features thus
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Fig. 10.14 Working
principle of a confocal
microscope

Pinhole

are not very sharp. In the confocal microscope, this problem is solved by using a
pinhole to block the out of focus light as shown in Fig. 10.14. As a result, the con-
focal images are sharp with impressive details. However, due to the use of pinhole
arrangement, the collected photon number density is rather small. This bottleneck is
addressed by amplifying the signal by using photomultiplier tubes.

10.4 Photoemission Spectroscopy

We next discuss a class of spectroscopy techniques whose working principle is based
on Einstein’s photoelectric effect as shown in Fig. 10.15.

Incident photons transfer their energy to the electrons inside the sample. If the
energy of the incident photons (hf = �ω) is higher than the surface barrier (φf ), the
electrons may overcome the surface barrier, and become free with a finite kinetic
energy (Ek) which equals the difference between the photon energy and the surface
barrier, i.e. Ek = �ω − φf . By analyzing the electron energy distributions, useful
information may be deduced about the electron distribution in the sample.

Fig. 10.15 Photoelectric
effect forms the basis of
photoemission spectroscopy
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Fig. 10.16 XPS. a Equipment setup. bWorking principle. c Chemical composition leads to various
features in the binding energy spectrum (Courtesy of ThermoFisher)

X-ray Photoemission Spectroscopy

In the X-ray photoemission spectroscopy (XPS), X-ray photons are used to probe
matter. The high energy photons impart enough energy to the core electrons to make
them free. In the free state, the kinetic energy (Ek) of the electron is given by,

Ek = hf − Eb

where f is the photon frequency, h is the Planck’s constant and Eb is the binding
energy of the electron inside the sample.

The emitted electrons are then analyzed by using the electron spectrometer as
shown in Fig. 10.16a, which consists of an electromagnet that bends the beam in a
circle by applying a magnetic field density (B) with direction perpendicular to the
circular planar path of the electrons. The radius (r) of the circle is proportional to
Ek, given as follows r = √

2mEk/qB, and hence provides basis for the experimental
observation of the spectrum as a function of the binding energy.

The mechanism behind the XPS spectrum is shown in Fig. 10.16b. In the ground
state, the electrons are residing in the core level, where the energy difference between
the vacuum level and the core level is called the binding energy. An electron needs
energy equal to the binding energy or more to become free. These electrons absorb
X-ray photons and become free with a kinetic energy, which may be analyzed by
using a spectrometer. For the same frequency of the X-ray photons, different core
levels give different peaks. A typical XPS spectrum for Ti and TiO2 is shown in
Fig. 10.16c, where the binding energy axis is in eV . Various materials have distinct
peaks thatmay be quantified to distinguish between themor even distinguish between
the various phases of the same material. The peak locations of the binding energies
for titanium and titanium dioxide are also different.

While the X-ray photons provide useful information about the core levels of a
material, which helps in the elemental analysis, it does not provide any information
about the valence electrons or the valence band, which determine the electrical and
chemical properties. This problem may be overcome by using the UV photons,
instead of X-ray as we discuss next.
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Ultra Violet Photoemission Spectroscopy (UPS)

The working principle of UV Photoemission is the same as that of XPS, however the
energy scale is off by a few orders of magnitude. In a typical UPS setup, UV photons
of few tens of an eV are used. Since energy values are rather small, the photons may
only have access to the valence electrons of a material. The kinetic energy Ek of the
emitted electrons is given as,

Ek = hf − φf

where φf is the material work function. The UPS is essentially a three-step process.
In the first step, the UV photons impart enough energy to the valence electrons that
their energies become greater than the vacuum energy, a prerequisite to become free
as shown in Fig. 10.17a. In the second step, these electrons transfer to the surface,
in which process, secondary electrons are generated, which have a spread of energy
leading to a tail in the UPS spectrum as shown in Fig. 10.17b. Finally in the third
step, the electrons become free, and are in the vacuum. As shown in Fig. 10.17c,
these electrons may be analyzed by using a spectrometer very similar to the one used
for XPS. However, the design is much simpler as compared to that of XPS, since the
energy range is only a few eV .

For bothXPS andUPS, the quality of the photon source is quite important. Usually
it is desirable that the photon source be monochromatic (i.e. have single frequency)
with enough number density. For this reason, the synchrotron facilities are favored for
these studies due to access to monochromatic light sources of appreciable intensities.

Fig. 10.17 Working
principle of UPS. a Photon
absorption. b Secondary
electrons. c Free electrons to
be analyzed
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Fig. 10.18 ARPES. a Equipment setup. Photoelectron spectra is collected at varying angles [3]. b
Experimental band structure of graphene [4]

Angle Resolved Photo Emission Spectroscopy

While UPS determines the information about the electron dynamics, one may
add the reciprocal space information by using a unique technique called ARPES
(angle resolved photo emission spectroscopy). The experimental setup is shown in
Fig. 10.18a. For the photons incident at an angle (θ), the momentum conservation
rules for the parallel and perpendicular components of the initial state of electron
(�ki, inside the material) and the final state (�kf , in vacuum) dictate that,

k||i = k||f = √
2mEk sin(θ)

k⊥i = 1

�

√
2m(Ek cos2 θ + Vo)

Thus, for varying angles, the wavevector k changes. By keeping track of this book
keeping, one may study the electron spectrum as a function of the wavevector k for
a given photon energy Ek. The resulting photoelectron spectrum at various angles is
then used to generate the E(k) band structure as shown in Fig. 10.18b for graphene.

10.5 Photon Spectroscopy

In various photon spectroscopy techniques, the scattered, reflected, transmitted, or
absorbed photons are analyzed to extract sample information. Amolecule has distinct
vibration and rotational modes. We show some of these vibrational and rotational
modes in Fig. 10.19a for water. Such modes may include in plane symmetric and
asymmetric stretching movements, bending movements like scissoring and rocking
as well as out of plane bending movements like twisting and wagging. In Fig. 10.19b,
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(a)

(b)

In Plane Stretching Modes

In Plane Bending Modes

Out of Plane Bending Modes

Asymmetric Symmetric

Scissoring Rocking

Twisting Wagging

Fig. 10.19 Vibrational and rotational modes. a Various modes for water molecule. b Toluene
molecule

the methane radical in the toluene molecule is shown, which has a rotational mode
around the benzene molecule.

Each of these modes have a characteristic vibrational energy and polarization
(dipole moment), which gets reflected in how the incident photons interact with
the material, since photons are electromagnetic in nature and hence possess distinct
oscillatory electric field.

UV-Vis Spectroscopy

Various molecules have fairly good absorption in ultra violet (UV), visible (Vis) and
infrared (IR) bands. Our body extensively uses such molecules to take advantage of
this behavior. In the visible range, the eye molecules absorb 400–700nmwavelength
photons. Molecules in our skin absorb UV photons to make Vitamin D. Another set
of molecules absorb IR radiation for warmth.

Considerwatermolecule forwhich the absorption spectrum is shown inFig. 10.20.
In particular, water has a high absorption coefficient in UV (shorter wavelength) and
IR (longer wavelength) range, whereas in the visible range, the absorption coefficient
is rather small. This is not surprising since water is transparent in the visible range.
One should also note that the top horizontal axis is the wavenumber, which is simply
inverse of the bottom horizontal axis of the wavelength, without the 2π factor.3

While we discuss the IR spectroscopy next, it is clear that these molecules have

3In photon spectroscopy, the wavenumber is defined as ν = 1/λ, one should note that the factor of
2π is missing in this definition. 2π/λ gives the number of radians per unit length, and 1/λ gives the
number of wavelengths per unit length.
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Fig. 10.20 UV-Vis absorption spectrum of water (Courtesy of OMLC)

characteristic absorption behavior in the ultraviolet and visible spectrum. In the UV-
Vis spectroscopy, we precisely quantify this information to detect the presence of
various species.

Infrared and Fourier Transform Infrared Spectroscopy

Nextwediscuss IR spectroscopy,which is the studyof howvariousmolecules interact
with the infrared radiation. We discuss FTIR (Fourier transform IR) spectroscopy
which has become quite popular due to the widespread availability of computers.

While various molecules have vibrational and rotational modes that fall in the
IR wavelength range, not all of the modes are IR active. To qualify as an IR active
mode, the vibrational pattern should have a well-defined dipole moment and hence
polarization, which may interact with the incident photon’s polarization. The sym-
metric vibrational model of CO2 molecule does not have a well-defined polarization
as shown in Fig. 10.21a, where the center electropositive carbon atom is visualized to
be fixed in position, the two electronegative oxygen atoms move and hence change
the bond length. The polarization or dipole moment is defined as the product of
charge and separation (in this case, it is the bond length). The net polarization for
this mode is zero. Hence, it is not an IR active mode. Consider the asymmetric and
bending modes of CO2, as shown in Fig. 10.21b, c, respectively. Clearly the two
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Fig. 10.21 Infrared active modes. a Symmetric stretch mode. Arrows show the direction of the
dipole moment. b Asymmetric stretch mode, and b Bending mode. d IR spectrum (Courtesy of
ThermoFisher)

modes have a well-defined dipole moment, which may interact with the polariza-
tion of an IR photon. These two modes are thus IR active. If a wide band IR signal
of 400−4000 cm−1 wavenumbers is incident on a CO2 specimen, the asymmetric
stretch and bending modes absorb the radiation corresponding to the mode energy,
which is observed in the transmission spectrum as dips (inverse peak). These dips
may be used as a characteristic feature of CO2 presence as shown in Fig. 10.21d.

While IR spectroscopy is a very useful tool for chemical identification and in
fact extracting bonding information, including alignments and bond angles, it is
indeed time consuming due to scanning over a large wavenumber range (usually
400−4000 cm−1 as discussed above). With the advent and subsequent widespread
use of computers, another IR spectroscopy technique based on the use of Fourier
transform has become quite popular due to its simplicity, yet rigor and precision.
As shown in Fig. 10.22a, the output of an IR source is fed to an interferometer that
generates an interferogram, which is incident on the sample. The transmitted wave is
detected and sent to the computer alongwith the original interferogram.The computer
takes the inverse Fourier transform with respect to the reference interferogram to
generate the transmission spectrum. One such spectrum is shown in Fig. 10.22b for
polystyrene, which has characteristic absorption peaks due to bond stretching and
rocking amongst various other modes.

Raman Spectroscopy

When a photon interacts with matter, it may be absorbed or scattered through elastic
and/or inelastic scattering.UV-Vis spectroscopy and IR spectroscopy are examples of
inelastic scattering due to the absorption of photons by various modes of a molecule.
Rayleigh scattering, shown in the energy level diagramof Fig. 10.23 is a purely elastic
(without energy exchange) process that Rayleigh used to explainwhy the sky appears
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Detector

Sample

Source

Interferometer

(a) (b)

Fig. 10.22 FTIR spectroscopy. a Working principle of FTIR. b Infrared spectrum of polystyrene
(Courtesy of ThermoFisher)

blue. Atmospheric molecules scatter blue light more efficiently than the light of other
colors and hence photons of energy corresponding to blue color reach us.

In yet another process called Raman scattering, the incident photon interacts with
the matter and induces a dipole moment in the molecule due to the polarization of the
incident photons.While doing so, a small energy exchange is inevitable that becomes
the feature of what is called Raman Spectroscopy. As the energy exchange excites a
vibrational mode, not all modes are Raman sensitive.

One should note that the notion of energy exchange is such that in Rayleigh
scattering, if the incident photon is of green color, the scattering photon would also
be of green color. However, in Raman scattering, the scattered photon could be red
(if energy is absorbed by the material) or blue (if energy is released by the material)
for the green color incident photon. As shown in Fig. 10.23, the Rayleigh scattering
is a perfectly elastic process. The Raman scattering leads to either anti-Stokes peaks
that represent energy released by the molecules, and Stokes peaks that depict energy
absorbed by the molecules as shown in Fig. 10.23. Since Stokes peaks have larger
amplitude than that of anti-Stokes peaks, the Stokes peaks are usually kept track of in

Fig. 10.23 Working
principle of Raman
spectroscopy. Rayleigh,
Stokes Raman, and
Anti-Stokes Raman peaks
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Fig. 10.24 Raman spectrum
of carbon nanotubes
(Courtesy of ThermoFisher)

the Raman spectrum. Apart from this, instead of the absolute wavenumber, the shift
in the wavenumber due to the Raman scattering process is of greater importance,
which is called the Raman shift. The Raman spectrum thus consists of anti-Stokes
peaks plotted as a function of the Raman shift in wavenumbers.

Raman spectroscopy has been widely used to quantitatively characterize carbon
based nanomaterials like Bucky balls, carbon nanotubes, graphene, etc. Not only the
number of walls in carbon nanotubes and the number of layers in a graphene sample
may be determined by using Raman spectroscopy, but the defect densities may also
be measured experimentally.

A typical Raman spectrum for a single wall carbon nanotube at 300K with
a 488nm laser excitation is shown in Fig. 10.24. By using the peak location of
1582 cm−1, one may determine the diameter of the carbon nanotube as d(nm) =
248/v(cm−1). Furthermore, the peak at 158 cm−1 shows the defect density in the
carbon nanotube.

10.6 Electron Spectroscopy

In electron spectroscopy, electrons are used as a probe to quantify specimen infor-
mation. In electron energy loss spectroscopy (EELS), an electron beam of a known
energy is incident on the specimen under ultrahigh vacuum (UHV) conditions. The
vibrational modes in a molecule and phonon modes in the condensed matter phase
interact with the electron beam. As a result, some of the electrons in the beam loose
energy to the vibrational or phonon degree of freedom. The energy spectrum of the
transmitted electron beam is obtained by using an electron spectrometer. As shown
in Fig. 10.25, the electron energy loss peaks carry information about the energy lost
to the vibrational modes or the phonons. One may use these features to distinguish
between amorphous carbon, graphite, and diamond. High resolution electron energy
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Fig. 10.25 EELS. The
electron energy loss is used
to distinguish between
amorphous carbon, graphite,
and diamond [5]

Fig. 10.26 EDS spectrum of
an alloy [6]

loss spectroscopy (HREELS) is a version of electron spectroscopy with higher elec-
tron energy resolution. The primary feature of HREELS is a better electron spec-
trometer with higher resolution in meV.

In scanning electron microscope (SEM), if an X-ray detector is used to collect
the generated X-rays during electron beam specimen interaction, it is called EDS
(energy dispersive spectroscopy). The resulting spectrum in shown in Fig. 10.26
that has characteristic peaks corresponding to the core levels of various materials
in a specimen. The sample consists of an aluminum, silicon, iron, calcium and Ba
alloy with oxygen content. Although EDS is a very powerful technique for material
analysis, the disadvantage is that it may damage the sample due to high electron
energies being used.

In away, EDS is an inverse process ofXPS.While inXPS,X-rays are incident on a
sample and electrons come out which are analyzed for extracting useful information,
in EDS, high-energy electrons are incident on the sample, which result in X-ray
emission which are subsequently used for elemental analysis. Along the lines of
inverse XPS, one may imagine inverse UPS and inverse ARPES, techniques which
are routinely used in laboratories for niche applications.
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Research Assignment

R10.1 Write a one-page summary about the state of the art scanning tunneling
microscopy.

R10.2 Write a one-page summary about the state of the art atomic force
microscopy.

R10.3 Write a one-page summary about the state of the art scanning electron
microscopy.

R10.4 Write a one-page summary about the state of the art transmission electron
microscopy.

R10.5 Write a one-page summary about the state of the art scanning transmission
electron microscopy.

R10.6 Write a one-page summary about the state of the art optical microscopy.
R10.7 Write a one-page summary about the working principle of phase contrast

optical microscope.
R10.8 Write a one-page summary about the working principle of the three kinds

of confocal microscopy techniques.
R10.9 Write a one-page summary about the state of the art X-ray photoemission

spectroscopy.
R10.10 Write a one-page summary about the state of the art UV photoemission

spectroscopy.
R10.11 Write a one-page summary about the state of the art angle resolved photoe-

mission spectroscopy.
R10.12 Write a one-page summary about the state of the art UV-Vis spectroscopy.
R10.13 Write a one-page summary about the state of the art FTIR spectroscopy.
R10.14 Write a one-page summary about the state of the art Raman spectroscopy.
R10.15 Write a one-page summary about the state of the art EELS and/or HREELS.
R10.16 Write a one-page summary about the state of the art EDS.
R10.17 Write a one-page summary about the state of the art LEED and RHEED—a

technique we have not discussed in this chapter.
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Real space translation vector, 22
Reciprocal space, 22, 58, 94
Reciprocal space basis vectors, 22
Recombination, 145
Recombination generation, 151
(2× 1) reconstruction, 21
(7× 7) reconstruction, 21
Rectifier, 140
Recursive surface Green’s function, 107
Reflection, 34, 85
Reflective High resolution Electron Energy

Diffraction (RHEED), 237
Refractive index, 226
Refreshing, 189
Register transfer, 197
Relaxation matrix, 176
Remanence, 161
Reset operation, 192
Resistivity, 219
Resolution, 225
Resonant tunneling diodes, 7, 156
Retention, 193
Reticle, 226
RHEED, 237
Robotic automation, 215
Rutherford, 30

S
Saturation, 156
Scanning probe microscopy, 8, 243
Scanning tunneling microscopy, 8, 21, 236,

244
Scattering, 124, 145

elastic, 129
function, 128
incoherent, 79
inelastic, 79, 126
interband, 126
intraband, 126
momentum relaxation, 126
phase breaking, 126
Raman, 262
Rayleigh, 262
spin flip, 165

Scattering function, 128
Schottky gate transistor, 3
Schrödinger equation, 33, 80

time dependent, 34
time independent, 34

Secondary electrons, 252, 257
Secular equation, 37

Selfconsistent solution, 135
Self energy, 105, 170
Self limiting, 239
Semiconducting, 190
Semiconducting channel, 139
Semiconductor, 156

dopant, 92
n-type, 93, 140, 147
p-type, 93, 140, 147, 148
wide bandgap, 216

Semi-infinite, 107
Sensitivity, 6
Sequential circuits, 203
Series resistance, 145
Shannon-von Neumann-Landauer (SNL)

limit, 210
Shift register, 207
Signal routing, 207
Sign off, 208
Silicon nanowires, 4
Simple cubic crystal, 17
Single electron picture, 57
Si/Si O2 interface, 205
Slater determinant, 57
Soft bake, 224
Soft layer, 166
Source, 147
Source drain tunneling leakage, 157
Spectral function, 102
Spectroscopy, 6, 243
Speed of light, 70
Spherical, 11, 34, 42
Spin, 7

based devices, 161
current, 177
degeneracy, 84, 104
down, 32, 161
majority, 165, 170
minority, 165
operator, 176
up, 32, 161

Spin based devices, 161
Spin current, 177
Spin degeneracy, 84, 104
Spin operators, 176
Spinors, 177
Spin transfer torque, 7, 161, 174, 178
Sputtering, 231, 234
Standing wave, 41
States

Eigen, 91
occupied, 81
unoccupied, 82
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Static power, 209
Step coverage, 233
Steppers, 226
STO-nG, 57
Storage gate, 188
Storage node, 190
Superparamagnetic limit, 5
Superposition, 40
Surface charge density, 191
Surface Green’s function, 107
Surface reconstruction, 20
Switching, 179
Symmetry directions, 26, 74
Symmetry points, 26
Synchronous, 204
System on chip, 8
System specifications, 207

T
Taylor series, 72
Tensor, 128
Thermal emission, 250
Thermal NIL, 230
Threshold voltage, 151, 184, 191, 193
Throughput, 225
Tight binding, 54, 109, 163

empirical, 56
nonorthogonal, 55
orthogonal, 55
semi empirical, 56

Time evolution operator, 100
Timing closure, 207
Timing diagram, 203
TMR ratio, 169
Tomonaga–Lüttinger liquid, 137
Top down, 215
Torque, 175
Transconductance, 154, 155
Transfer characteristics, 153
Translation vectors, 13, 22
Transmission, 84, 89, 104, 169
Transmission gate, 201
Transport

ballistic, 121, 132
coherent, 79, 111, 122
diffusive, 132
incoherent, 79, 124
mean field, 133, 136
quantum, 6, 7, 79
selfconsistent, 133

Transverse, 120
Traveling wave, 41

Trench capacitor, 189
Tribology, 248
Triode region, 155
Truth table, 198
Tunnel dielectric, 190
Tunneling, 147
Tunneling probability, 169
Tunnel magnetoresistance, 7, 168
Tunnel transistors, 7, 147

U
Ultra high purity, 220
Ultrahigh Vacuum (UHV), 237, 245, 248
Ultra violet, 224
Ultra violet photo emission spectroscopy,

257
Ultra violet-visible spectroscopy, 259
Uncertainty principle, 31, 130, 210
Undercut, 225, 240
Unipolar, 139, 152
Unitary transformation, 104
Unit cell, 12
UV catastrophe, 29
UV NIL, 230
UV photoemission spectroscopy, 8

V
Valley current, 158
Van Hove singularity, 94, 111
Very Large Scale Integration (VLSI), 207
Virtual contact, 125
Voltage gain, 185

W
Wafer, 215

double side polished, 218
single side polished, 218

Wavefunction, 34, 85, 100
antibonding, 53, 54
atomic, 51
bonding, 53, 54
molecular, 56
reflected, 178
symmetry, 52
transmitted, 178

Wavelength, 31
Wave mechanics, 29, 40
Wavevector, 11, 38, 85
Wigner Seitz method, 12, 22
Wigner solid, 137
Word, 187
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X
X-ray photoemission spectroscopy, 8, 256

Y
Y chart, 197, 207
Yield, 225

Z
Zener breakdown, 147
Zener diode, 7
Zero bias conductance, 79
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